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Reanalysis of the Harvard Six Cities Study and the American 
Cancer Society Study of Particulate Air Pollution and Mortality

A Special Report of the Institute's Particle Epidemiology Reanalysis Project

Final version, July 2000
Posted to the HEI Website 10/27/00

Page 161. Part II.  Caption for Figure 5 should read:  
City-specific relative risks in the ACS Study.

Page 162. Part II.  Caption for Figure 6 should read:
Shape of concentration-response function (with standardized residuals plotted) for
cities in the ACS Study.

Page 174. Part II.  Table 32.  After “O3 (ppb)” in the left column, append footnote b that reads:
“b Based on daily 1-hour maximum concentrations.”

Page 178. Part II.  Table 33.  For O3 (second row from bottom), in the column “Description of
Covariate and Source of Data”, the entry should read exactly like the other three:
“Daily average concentrations averaged by year for 1980; from residential, commercial,
or mobile monitors”

Page 259. Health Review Committee's Commentary.  Gaseous Copollutants section.  The third
sentence should read:
“For four gaseous copollutants (carbon monoxide, nitrogen dioxide, ozone, and sulfur
dioxide), city-specific annual means of daily average concentrations from the year
1980 were obtained from AIRS and used in the reanalysis (see Appendix E, Part II).”

At the end of the same paragraph, add this sentence:
“For this analysis, the ozone values were based on daily 1-hour maximum
concentrations.”

Part II, Appendix E (available on request)
Page 5.  Gaseous Copollutants section.  The second sentence should read:

“Daily average concentrations of NO2, sulfur dioxide, ozone, and carbon monoxide
were obtained from 1980 to 1989, in addition to the daily one-hour maximum
concentrations of ozone.”
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THE HARVARD SIX CITIES STUDY

QUALITY ASSURANCE AUDIT OF THE DATA FOR THE 
HARVARD SIX CITIES STUDY

An independent Audit Team (led by Ms Kristin Hoover;
see Appendix A to Part I) conducted a detailed audit of all
data used in the analyses reported by the Original Investiga-
tors (Dockery et al 1993*; referred to as the Part I data quality
audit), in addition to auditing the new variables used in the
Reanalysis Team’s sensitivity analyses. We designed the Part
I data quality audit to provide an overview of the databases
and an assessment of the data management procedures used
by the Original Investigators. The Part I audit also assessed
the accuracy of data in the analytic files used in the original
analyses relative to the original data from which they had
been derived. Our objective in the Part II data quality audit
was to evaluate the accuracy of the new variables selected by
the Reanalysis Team for inclusion in its sensitivity analyses.
For both Parts I and II, we randomly selected 250 subjects
whose questionnaires became the basis of the data quality
audit. Part I included an additional random sample of 250
death certificates; these were used to audit the nosologic
coding of each underlying cause and date of death. We
selected a sample size of 250 in order to provide reasonable
statistical accuracy for achieving the goals of the data quality
audit. Specifically, we selected this sample size to provide

almost complete certainty of finding an error as small as 1%
(Y Wang et al, unpublished data, 1995), to distinguish
between error rates of 1% and 5% with reasonable confi-
dence, and to estimate error rates within about two per-
centage points of the true value. (Further details are
provided in Appendix A of Part I.)

For the Part II data quality audit, we included 17 variables
from the initial questionnaires, 5 variables from follow-up
questionnaires completed at 3, 6, and 12 years after enroll-
ment into the study (these were not used in the original
paper), and 2 variables derived from measurements of pul-
monary function conducted at the time of enrollment. In
addition, for the 60 subjects selected for the questionnaire
audit and who had died during the follow-up period, we
audited the underlying cause of death from death certificates
obtained by the Original Investigators. The audit also exam-
ined the time of subjects’ first move outside the original city
of residence, on the basis of residence histories that the
Reanalysis Team coded; we used these data in our assess-
ment of population mobility in the Six Cities Study.

Part II Audit

We audited variables for the Part II analysis by comparing
selected variables from the initial questionnaire that had
been completed at the time of enrollment, as well as some
other selected variables from the follow-up questionnaires,
to the data in the electronic analysis file provided to the
Reanalysis Team. We evaluated underlying causes of death
using death certificates obtained by the Original Investiga-
tors for 60 subjects known to have died out of the 250 sub-
jects in the random sample of audited questionnaires. We
found no errors in variables for bronchial asthma, city of res-
idence, date of birth, amount of wine/liquor consumed, mar-
ital status, race, or underlying cause of death. Variables in
which we detected errors include occupation code from
census, industry code, number of years living in same town,
chest illness, alcohol consumption (multiple variables), age
started smoking, number of packs of cigarettes smoked per
week, number of years of smoking cigarettes, and heart
trouble or high blood pressure.

Table 1 summarizes the variables in error (in alphabet-
ical order by SAS variable name [SAS Institute, Cary NC]
from the analysis file), and includes comments about these
errors. (A more detailed presentation is in Appendix A,

* The original article appears in its entirety at the end of this Special
Report.

This is one section of an HEI Special Report that includes an HEI State-
ment about the research project, a Preface to the Particle Epidemiology
Reanalysis Project, the Investigators’ Report (Introduction, Summary, Part
I, and Part II), a Commentary by the Institute’s Health Review Committee,
and the Original Publications and Comments on the Reanalysis by the
Original Investigators. Correspondence concerning Part II: Sensitivity
Analyses may be addressed to Dr Daniel Krewski, Professor of Epidemiol-
ogy & Statistics, Department of Epidemiology & Community Medicine,
Room 3229C, 451 Smyth Road, University of Ottawa, Ottawa Ontario K1H
8M5, Canada.

Although this document was produced with partial funding by the United
States Environmental Protection Agency under Assistance Award R824835
to the Health Effects Institute, it has not been subjected to the Agency’s
peer and administrative review and therefore may not necessarily reflect
the views of the Agency, and no official endorsement by it should be
inferred. The contents of this document also have not been reviewed by
private party institutions, including those that support the Health Effects
Institute; therefore, it may not reflect the views or policies of these parties,
and no endorsement by them should be inferred.
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Table 1. Findings from the Phase II Audit of the Initial Study Questionnairesa from the Six Cities Study

SAS Variable 
Name from the 
Analysis File Description of Variable

Number (and %) of 
Errors Found in 

249 Questionnaires 

Number (and %) 
of Errors Found in 89 

Questionnaires by Original 
Investigators’ 

Internal Audit (1981)

Type of Error 
Noted in 

Phase II Audit

AGECIG Age started smoking: 0 = nonsmokers; 
ages 1–75 allowed by coding

1 (0.4) 0 (0.0) Apparent coding error

BEER Beer: 0 = none; 1 = < 200 oz/wk; 
2 = > 200 oz/wk

2 (0.8) 1 (1.1) Apparent coding errors

CHSTIL1 Chest illness diagnosed by doctor: 0 = no 
for bronchitis, emphysema, or pneu- 
monia; 1 = yes for bronchitis; 
2 = yes for emphysema; 4 = yes for 
pneumonia; higher numbers for subjects 
diagnosed with two or more diseases

4 (1.6) 3 (3.4) HSPH’s audit concluded 
that error rate for this variable 
had not resulted from any 
systematic problem, so no 
recoding had been done.

Apparent coding errors

CIGWK Number of packs of cigarettes smoked per 
week (20 cigarettes/pack)

3 (1.2) 3 (3.4) Apparent coding errors

DRINK Present use of alcoholic beverages: 0 = no; 
1 = yes; part B asks if use is as often as 1 
day/wk, for which 0 = no, 1 = yes, 2 = 
sum of both yes scores

1 (0.4) 0 (0.0) Apparent coding error

HBP Heart/blood pressure trouble: Has doctor 
ever diagnosed high blood pressure or 
heart problems? If yes, has this been 
treated in the last ten years? Scores 
could total as high as 8

4 (1.6) 0 (0.0) Apparent coding errors

IND Industry code 5 (2.0) 11 (12.4) HSPH’s audit stated 
that retired, disabled, and 
unemployed subjects could 
not be distinguished, which 
resulted in many errors in 
interpretation. Other common 
errors: Working wives were 
often coded as housewives 
without reference to outside 
employment; unjustified 
assumptions were made about 
jobs when no information was 
available as to specific duties. 
Documents show efforts to 
correct errors. 

Discussed in detail in 
Appendix Ab

OCC Occupation code (documents show that 
this variable was later superceded by 
another code)

5 (2.0) 21 (23.6) Documents show 
efforts to correct errors.

Discussed in detail in 
Appendix A

YRSCIG Total years smoked cigarettes 2 (0.8) 0 (0.0) Apparent 
coding errors

YRSHERE1 Number of years resident in this town 5 (2.0) 7 (7.9) Audit noted that 
consistent coding rules had 
not been carefully followed, 
and that years in military 
service should have been 
subtracted. Years in same city 
were counted even if not 
continuous.

Discussed in detail in 
Appendix A

a A total of 249 baseline questionnaires were available to audit the variables listed in this table. In addition, the Audit Team was able to extract information 
from follow-up questionnaires to confirm variables for marital status, race, city of residence, and date of birth.

b Appendix A is available on request from the Health Effects Institute.
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which is available on request from the Health Effects Insti-
tute.) We audited five variables not included in the Orig-
inal Investigators’ published paper from follow-up
questionnaires that had been completed 3 and 6 years after
enrollment. These variables included height, weight,
smoking history, number of years of cigarette smoking, and
number of packs of cigarettes smoked per week. Audit of
the analysis file for the height (HT) variable from the
3-year follow-up questionnaire revealed three errors in
249 questionnaires examined (1.2% error rate). For two
subjects the height data for years 3 and 6 had been
switched, which also caused an error in year 6 (0.8% error
rate). The third had an incorrect entry for the year 3 ques-
tionnaire. One rounding error was noted in year 6 data
when we audited the weight (WT) variable for the 3- and
6-year follow-up intervals, producing an error rate for year
6 of 0.4% (1/250). We observed no errors at the 3-year
follow-up interval for any of the smoking variables
(smoking status [SMOK], number of packs of cigarettes
smoked per week [CIGWK], and number of years of ciga-
rette smoking [YRSCIG]). There were no errors in SMOK at
the 6-year follow up. We noted one rounding error in year 6
for YRSCIG, which resulted in an error rate of 0.4% (1/250),
and there was one incorrect entry (0.4%; 1/250) in CIGWK
at the 6-year follow up.

We audited three variables (HT, WT, CIGWK) from the
last follow-up questionnaire, which had been completed
12 years after subjects had been enrolled in the study. A
total of 247 questionnaires were available for year 12
(3 missing); we observed no errors in any of the variables
with the possible exception of one case in which the
entries for height and weight appeared to have been
reversed on the questionnaire.

Summary of Audit Findings

The Audit Team found no errors in these data that would
induce important effects in the statistical analyses (ie, errors
in excess of 5%; the highest error rate was 2.4%). Coding of
residential histories was done by subcontractors to the
Reanalysis Team; the error rate in the coded variables for the
date subjects first moved outside the original city of resi-
dence was 3.6%. Five of the nine observed discrepancies
involved an error of 1 calendar year in the date of the first
move. Although this error rate was somewhat higher than
those for the original studies, it was still less than 5%. We
thus concluded that the data were of sufficient quality for the
purposes of the Part II sensitivity analyses.

ALTERNATIVE RISK MODELS

The Six Cities Study Original Investigators’ 
Analytic Approach

Using Cox proportional-hazards regression models of
survival, the Original Investigators (Dockery et al 1993)
had examined the association between mortality in the
Six Cities Study cohort and ambient air quality, as
indexed by fine particles (PM2.5)*, sulfate (SO4

2�), total
suspended particles (TSP), nitrogen dioxide (NO2), sulfur
dioxide (SO2), ozone (O3), and aerosol acidity (H+). Posi-
tive associations were observed with all measures of air
pollution except ozone, and fine particles displayed the
strongest association with mortality of all the measures
examined; consequently, the Original Investigators had
focused their analysis on this pollutant. In our reanalysis,
we also focused on this pollutant in order to examine the
robustness of this association when specifying models
with different determinants of mortality and when
applying different statistical approaches.

An assumption of the Six Cities Study Original Investi-
gators’ survival model had been that the relative increase
in the underlying hazard function, or instantaneous rate
of death, was constant over the entire follow-up period
and was modulated by a number of risk factors for mor-
tality such as smoking habits, education, and air pollu-
tion. The time axis for this survival analysis had been
calendar year (1974 through 1989).

Effects of gender and age at enrollment in the study
had been accounted for in the analysis by stratifying the
baseline hazard function according to different categories
of the covariates; age had been stratified on the basis of 5-
year age groups. Because over 95% of the cohort was
white, only whites had been included in the original
analysis. The mortality risk factors that had been consid-
ered in the Original Model used by the Original Investiga-
tors of the Six Cities Study are listed in Table 2.

In addition to overall mortality, the mortality rate ratios
had also been examined by the Original Investigators for
the following underlying causes as defined in the Interna-
tional Classification of Diseases, Ninth Edition (ICD-9;
World Health Organization 1975): cardiopulmonary
diseases (ICD-9 codes 400–440, 485–496), lung cancer
(ICD-9 code 162), and all other causes excluding cardio-
pulmonary disease and lung cancer. The Original Investi-
gators used “mortality rate ratios” (Dockery et al 1993)
and “mortality risk ratios” (Pope et al 1995) to describe
the association between air pollution and mortality. Both

* A list of abbreviations and other terms appears at the end of the Investiga-
tors’ Report.
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Table 2. Covariates Included in the Original, Full, and Extended Models for the Reanalysis of the Six Cities Studya

Alternative Risk Model

Covariate Original Full Extended

Tobacco consumption
Current-smokerb

� � �

Current-smoker years of smoking � �

(Current-smoker years of smoking)2 �

Current-smoker cigarettes per day � �

(Current-smoker cigarettes per day)2 �

Current-smoker pack-years �

Former-smokerb
� � �

Former-smoker pack-years � � �

(Former-smoker pack-years)2 �

Age started smoking (current-smokers) ��18 yearsb
� �

Age started smoking (current-smokers) > 18 yearsb
� �

Education level
High school versus less than high schoolb � �

More than high school versus less than high schoolb 
� �

Less than high school versus�high school or more than high schoolb �

Exposure to dust or fumesb
� � �

Body mass index � � �

(Body mass index)2 � �

Marital status
Married versus singleb

� �

Separated versus singleb 
� �

Widowed versus singleb
� �

Alcohol consumption
Beer consumption b � �

Wine consumptionb
� �

Liquor consumptionb 
� �

Interaction with gender
Current-smokerb 

�

Current-smoker years of smoking �

(Current-smoker years of smoking)2 �

Current-smoker cigarettes per day �

(Current-smoker cigarettes per day)2 �

Current-smoker pack-years �

Former-smokerb 
�

Former-smoker pack-years �

(Former-smoker pack-years)2 �

Age started smoking (current-smokers) �����yearsb 
�

Age started smoking (current-smokers) > 18 yearsb 
�

High school versus less than high schoolb 
�

More than high school versus less than high schoolb 
�

(Table continues next page)

a All three of these models were analyzed with standard Cox proportional-hazards regressions.
b Dichotomous (yes/no) variable.
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terms refer to the ratio of the mortality rate at a higher
level of air pollution relative to the mortality rate at some
lower level. (Under the proportional hazards assumption
made by the Original Investigators, this ratio is constant
over time.) The Original Investigators found it convenient
to use the pollution levels in the cities with the highest
and lowest ambient air pollution levels as the basis for
calculating the ratio of mortality rates. Unless otherwise
specified, we follow this practice and use the term relative
risk to denote the mortality risk ratio.

Note the relative risk can be calculated using the data
from only two cities with the highest and lowest pollution
levels, or by fitting an exposure-response model to the data
for all cities together, and then evaluating the relative risk
at the average pollution levels observed in the most-pol-
luted and least-polluted cities. In most cases, relative risks
reported by the Reanalysis Team are based on fitted expo-
sure-response models.

Estimates of the log–relative risks had been obtained by
maximizing the partial likelihood function of the Cox pro-
portional-hazards model. Confidence intervals (95%) for
the log–relative risks had been calculated under the
assumption that they were normally distributed; that is, by
adding and subtracting 1.96 times the standard error of the
estimated regression coefficient.

The Reanalysis Team’s Analytic Approach

The Reanalysis Team considered a number of alternative
risk models that included additional covariates not exam-
ined in the original analysis; we also considered different
functional forms or categorizations of original covariates,

and 1-year age groups to stratify the baseline hazard
function.

In our reanalysis, the Team also used age as the time
axis, with age at enrollment into the study and age at event
(death or censoring) modeled with respect to air pollution
and other determinants of mortality. This approach has
been shown to more fully capture the effects of age on sur-
vival than does using calendar year as the time axis
(Breslow and Day 1987).

The Reanalysis Team initially considered a Base Model
(with stratification by age and gender) that included air
pollution with no additional determinants of mortality. We
also included several additional covariates in a new
regression model (the Full Model, Table 2). The Team
included quadratic terms of a number of continuous vari-
ables that might have nonlinear effects, such as number of
packs of cigarettes smoked, years of smoking, and body
mass index (BMI); we also included other variables, not
considered by the Original Investigators, that accounted
for age at which smoking started and marital status.
Because we wished to examine the effects of educational
attainment in more detail, we considered three levels of
attained education (less than high school, high school, and
more than high school). The Team took into account the
possibility that the effects of these risk factors could vary
by gender by including an interaction term for each of
these factors.

We then developed a more parsimonious model by
removing those variables that did not significantly
improve the goodness of fit. In particular, we dropped any

Table 2 (continued). Covariates Included in the Original, Full, and Extended Models for the Reanalysis of the 
Six Cities Studya 

Alternative Risk Model

Covariate Original Full Extended

Interaction with gender (continued)
Occupational exposure to dust or fumesb

Body mass index �

(Body mass index)2 �

Married versus singleb 
� �

Separated versus singleb 
� �

Widowed versus singleb 
� �

Beer consumptionb 
� �

Wine consumptionb 
� �

Liquor consumptionb 
� �

a All three of these models were analyzed with standard Cox proportional-hazards regressions.
b Dichotomous (yes/no) variable.
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covariate from the Full Model if the P value derived from
an increase in the log-likelihood function when we re-
moved the covariate was greater than 0.05 (ie, likelihood
ratio test). We continued this procedure until there was no
further statistical justification for removing any other
covariate. Regardless of the results of the likelihood ratio
test, we retained a covariate when the corresponding
gender interaction was statistically significant (Wald test
P < 0.05). The parsimonious model derived in this way for
all-cause mortality is referred to as the Extended Model.
The Team also used this set of covariates to model mor-
tality for cardiovascular disease (ICD-9 codes 400–459),
respiratory disease (ICD-9 codes 460–519), lung cancer
(ICD-9 code 162), other types of cancer excluding lung
(ICD-9 codes 140–161, 163–239), and all remaining causes.

We also examined indicators of pulmonary function,
forced vital capacity (FVC) and forced expiratory volume
in one second (FEV1), that the Original Investigators had
obtained but had not included in their original analysis.
We considered only pulmonary function data obtained at
the time of enrollment because follow-up tests that had
been conducted during the course of the study were
judged to be a new analysis and thus outside the terms of
reference of the reanalysis. We incorporated these vari-
ables by first carrying out a regression of the natural loga-
rithm against the logarithms of height and age, thereby
obtaining predicted pulmonary function values specific to
the height and age of each individual in the study. We then
included the residuals (observed minus predicted loga-
rithmic pulmonary function volumes) from these models
as determinants of mortality in the Cox proportional-
hazards regression models.

Testing the Cox Proportional-Hazards Assumption

The validity of the Cox proportional-hazards assump-
tion was evaluated in all models using test statistics
provided in the statistical computing software S-PLUS
(Grambsch and Therneau 1994). This test examines depar-
tures from the Cox proportional-hazards assumption in a
linear manner. (Nonlinear departures from proportionality
are examined in the Flexible Modeling section.) Although
we found no statistical evidence of departures from the
Cox proportional-hazards assumption in any model we
examined (P > 0.2) using either calendar year or age as the
time axis, the relative risk of mortality for fine particles
varied slightly from a linear association that is consistent
with the assumption of proportional hazards with both
calendar year and age (Figure 1).

Relative risks of mortality associated with an increase in
ambient fine particles are shown in Table 3 according to

model specification (Base, Original, Full, and Extended),
time axis used in the Cox model (calendar year or age), and
cause of death (all causes, cardiopulmonary disease, car-
diovascular disease, respiratory disease, lung cancer, other
cancers, and other causes). The relative risks provided in
Table 3 were scaled to estimate relative risks across the
range of distribution levels of PM2.5 (18.6 �g/m3), the
benchmark used by the Original Investigators.

Adjusting covariates using either time axis (age or cal-
endar year) reduced the relative risk for each underlying
cause of death, except for other cancers, for which a small
increase was observed using the Full and Extended
Models. We found that the relative risks in all three alter-
native risk models (Original, Full, and Extended) were
similar.

The Reanalysis Team found that relative risk of mor-
tality associated with an increase in fine particles had the
following ranking among the underlying causes of death:
lung cancer > cardiovascular disease > cardiopulmonary
disease > all causes > other causes > other cancers > respi-
ratory disease. Formal statistical significance (P < 0.05)
was achieved for all causes and for cardiovascular and car-
diopulmonary disease, in part because of the greater
number of deaths in these categories than in other disease
groupings. [The relative risk associated with fine particles
was slightly higher if the underlying cause of death was
restricted to ischemic heart disease (ICD-9 codes 410–414),
with relative risk of 1.43 (95% CI: 1.06–1.92), based on the
Extended Model and calendar year as the time axis (data
not shown).] This result suggests that particulate air pollu-
tion may be affecting people with heart diseases more than
it affects those with vascular problems.

The Reanalysis Team examined the effect of health
status at enrollment on the association between mortality
and fine particle air pollution by including adjusted FVC
or FEV1 as a covariate in the Extended Model using cal-
endar year as the time axis for all causes of death. Both
FVC and FEV1 were strong predictors of mortality. A
reduction in FVC corresponding to a change in the ratio of
FVC to its adjusted value from 1 to 0.85 (representing a
clinically significant reduction) resulted in a relative risk
of death of 1.33 (95% CI: 1.28–1.39). The corresponding
relative risk of a similar decrease in FEV1 was 1.22
(95% CI: 1.18–1.25). However, the effect of fine particles
on mortality was not appreciably altered by adjustment for
FEV1; RR = 1.27 (95% CI: 1.09–1.49) as compared with
RR = 1.26 (95% CI: 1.08–1.47) prior to adjustment. Adjust-
ment for FVC also did not influence the effect of fine parti-
cles on mortality (RR = 1.19, 95% CI: 1.11–1.52).
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IDENTIFICATION OF SENSITIVE SUBGROUPS

Ambient air pollution, as indexed by fine particles, was
associated positively with mortality from all underlying
causes of death. To explore this finding in greater depth, the
Reanalysis Team examined the association between parti-
cles and mortality within a number of cohort subgroups in
order to identify those that may be more or less susceptible
to the effects of ambient air pollution.

The relative risks for all-cause mortality associated with
an increase in PM2.5 of 18.6 �g/m3 are shown in Table 4 for
selected personal characteristics. We derived these estimates

using the Extended Model with calendar year as the time
axis and stratifying the baseline hazard function by 1-year
age groups and gender. The relative risk of death associ-
ated with exposure to fine particles decreased with educa-
tional attainment and age; and it was higher in those
people who reported workplace exposure to dust or fumes,
less for married persons, greater for males than for females,
greater for those subjects with self-reported heart or lung
disease at time of enrollment, and greater for those indi-
viduals with compromised lung function. However, none
of these interactions with air pollution achieved statistical
significance (P > 0.2, likelihood ratio test). Fine particle
association with mortality was insensitive to smoking
status.

The Reanalysis Team also examined the influence of
each of the six cities on the relative risk from fine particles
by individually excluding each city from the analysis (see
Table 4). The relative risks varied little after exclusion of
any single community, with a range of 1.26 (excluding
Portage) to 1.31 (excluding Steubenville). We note, how-
ever, that the 95% confidence interval (CI) in the relative
risk included unity when Steubenville was omitted from
the analysis. The associated relative risk of 1.31 was the
highest among all cities in this influence analysis, indi-
cating that the residents of Steubenville were dying at a
lower rate than would be predicted by their air pollution
exposure. However, exclusion of Steubenville also
reduced the range in city-specific average PM2.5 levels
from 18.6 �g/m3 to 9.8 �g/m3, thereby increasing the stan-
dard error of the log–relative risk estimate and in turn
widening the confidence interval.

Because the attained level of education appeared to have
the strongest effect on the fine particle–mortality associa-
tion, we examined the modifying effect of education
in relation to the effect of other personal characteristics.
Specifically, Table 5 shows the relative risk of all-cause
mortality associated with increases in PM2.5 of 18.6 �g/m3,
stratified on selected personal characteristics and educa-
tional attainment (high school or less, more than high
school). These estimates are adjusted for all covariates
included in the Extended Model.

The relative risk of mortality associated with fine
particles was greater among individuals with high school
education or less, compared to those with more than high
school education in all subgroups examined except the
“Other” marital status group; the relatively few subjects
(517) in this group led to unstable estimates of risk
(95% CI: 0.63–5.61). In the case of subjects under 40 years
of age with more than high school education, the relative
risk was higher (3.80) th9an for subjects with less educa-
tion (1.54); however, there was considerable uncertainty in
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Figure 1. Proportional-hazards model assumptions for two time axes in
the Six Cities Study. Log–relative risks due to each failure time (or time of
death) [�(t)] for fine particles are plotted; relative risk estimates are based
on the Extended Model. The y axis in both panels represents the difference
between the observed value of the exposure variable for the person who
died and the value expected on the basis of the fitted model. Panel A: Time
of subject's death on the basis of years of follow-up. Panel B:  Time of sub-
ject's death on the basis of age. Spline function smoothing of the associa-
tion between log–relative risk and the time axis is shown by the solid line;
the 95% confidence interval is shown by the dashed lines.
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Table 3. Relative Risks of Mortality by Cause of Death Associated with an Increase in Fine Particles in Risk Models with 
Alternative Time Axes in the Reanalysis of the Six Cities Studya 

Time Axis

Alternative Risk Modelb Calendar Year Age

All Causes [100%]
Base 1.33 (1.14–1.54) 1.33 (1.15–1.55)
Original 1.29 (1.11–1.50) 1.29 (1.11–1.50)
Full 1.27 (1.09–1.49) 1.27 (1.09–1.48)
Extended 1.28 (1.09–1.49) 1.27 (1.09–1.48)

Cardiopulmonary Disease [54%]
Base 1.39 (1.13–1.70) 1.39 (1.14–1.71)
Original 1.35 (1.10–1.66) 1.34 (1.09–1.65)
Full 1.31 (1.06–1.62) 1.30 (1.05–1.60)
Extended 1.32 (1.07–1.63) 1.31 (1.06–1.61)

Cardiovascular Disease [47%]
Base 1.43 (1.15–1.78) 1.44 (1.16–1.79)
Original 1.41 (1.13–1.76) 1.40 (1.12–1.74)
Full 1.38 (1.10–1.72) 1.35 (1.08–1.69)
Extended 1.39 (1.11–1.73) 1.37 (1.09–1.70)

Respiratory Disease [7%]
Base 1.11 (0.62–1.97) 1.10 (0.63–1.95)
Original 0.93 (0.51–1.71) 0.95 (0.53–1.72)
Full 0.89 (0.47–1.67) 0.94 (0.51–1.73)
Extended 0.88 (0.47–1.64) 0.93 (0.51–1.69)

Lung Cancer [8%]
Base 1.53 (0.91–2.55) 1.64 (0.99–2.72)
Original 1.31 (0.76–2.25) 1.53 (0.90–2.60)
Full 1.30 (0.76–2.23)c 1.42 (0.84–2.42)
Extended 1.29 (0.75–2.22)c 1.45 (0.85–2.47)

Other Cancers [20%]
Base 1.05 (0.74–1.48) 1.04 (0.73–1.47)
Original 1.04 (0.73–1.47) 1.02 (0.72–1.45)
Full 1.11 (0.78–1.59) 1.09 (0.77–1.55)
Extended 1.10 (0.77–1.57) 1.08 (0.76–1.54)

Other Causes [18%]
Base 1.19 (0.80–1.75) 1.15 (0.78–1.70)
Original 1.16 (0.79–1.72) 1.12 (0.76–1.65)
Full 1.16 (0.78–1.73) 1.10 (0.74–1.63)
Extended 1.15 (0.77–1.71) 1.10 (0.74–1.62)

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the Six Cities Study, this difference for fine particles was 18.6 �g/m3. Causes of death are shown with percentage of all causes. 
Data are RRs with 95% CIs.

b See the Alternative Risk Models section under the Harvard Six Cities Study for a description of models and Table 2 for a list of covariates included in each 
model.

c Used 5-year age groups for stratification of baseline hazard function due to unsuitable risk estimates resulting from low numbers of deaths and large 
numbers of covariates.



139

D Krewski et al

Table 4. Relative Risks of Mortality from All Causes Associated with an Increase in Fine Particles for Selected Personal 
Characteristics in the Six Cities Studya 

Characteristic Percentage of Cohort  All-Cause Mortality

Age at Enrollment
��40 27.4 2.11 (0.88–5.07)
41–55 35.0 1.66 (1.17–2.35)
> 55 37.6 1.17 (0.98–1.40)

Gender
Male 45 1.33 (1.08–1.63)
Female 55 1.20 (0.94–1.53)

Smoking Status
Never-smoker 40 1.36 (1.02–1.82)
Former-smoker 24 1.29 (0.97–1.72)
Current-smoker 36 1.35 (1.04–1.74)

Education Level
Less than high school 28 1.45 (1.13–1.85)
High school 38 1.30 (0.98–1.73)
More than high school 34 0.98 (0.72–1.36)

Occupational Exposure to Dust or Fumesb

Yes 45 1.39 (1.13–1.72)
No 55 1.17 (0.92–1.50)

Marital Status
Married 81 1.29 (1.08–1.54)
Other 19 1.42 (1.02–1.98)

Heart or Lung Diseasec

Yes 34 1.32 (1.06–1.63)
No 66 1.24 (0.99–1.57)

FEV1
d

High 83 1.24 (1.03–1.49)
Low 17 1.35 (1.00–1.84)

FVCd

High 85 1.28 (1.07–1.54)
Low 15 1.44 (1.02–2.02)

Community Influencee

Not Harriman 85 1.28 (1.10–1.50)
Not Portage 80 1.26 (1.05–1.52)
Not Steubenville 83 1.31 (0.96–1.79)
Not St Louis 84 1.28 (1.10–1.50)
Not Topeka 85 1.28 (1.09–1.51)
Not Watertown 84 1.30 (1.11–1.53)

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the Six Cities Study, this difference for fine particles was 18.6 �g/m3. Analyses are based on the Extended Model with calendar 
year as the time axis and the baseline hazard function stratified by 1-year age groups and gender. See Table 2 for a complete list of covariates included in 
the Extended Model. Data are RRs with 95% CIs.

b Self-reported.
c Defined as doctor-diagnosed high blood pressure, heart disease, chronic bronchitis, emphysema, or asthma. 
d High pulmonary function measure > 85% of predicted value based on subject’s height and age. Low pulmonary function measure � 85% of predicted value 

based on subject’s height and age.
e Analysis dataset did not specify city.
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Table 5. Relative Risks of Mortality from All Causes Associated with an Increase in Fine Particles for Selected Personal 
Characteristics and Education Level in the Six Cities Studya 

High School or Less More Than High School

Characteristic n All-Cause Mortality n All-Cause Mortality

Age at Enrollment
��40 1,189 2.42 (0.88–6.61) 1,035 0.87 (0.07–11.54)
41–55 1,895 1.70 (1.10–2.62) 942 1.30 (0.70–2.41)
> 55 2,273 1.32 (1.08–1.62) 777 0.86 (0.58–1.27)

Gender
Male 2,330 1.48 (1.16–1.87) 1,341 1.07 (0.70–1.63)
Female 3,027 1.29 (0.97–1.70) 1,413 0.81 (0.49–1.36)

Smoking Status
Never-smoker 2,099 1.65 (1.17–2.33) 1,174 0.88 (0.49–1.60)
Former-smoker 1,250 1.38 (0.99–1.94) 687 1.06 (0.54–2.09)
Current-smoker 2,008 1.38 (1.03–1.85) 893 1.02 (0.55–1.90)

Occupational Exposure to Dust or Fumesb

Yes 2,722 1.49 (1.18–1.88) 923 1.11 (0.64–1.93)
No 2,635 1.31 (0.97–1.77) 1,831 0.88 (0.56–1.39)

Marital Status
Married 4,336 1.42 (1.15–1.75) 2,237 0.96 (0.67–1.37)
Other 1,021 1.30 (0.89–1.90) 517 1.88 (0.63–5.61)

Heart or Lung Diseasec

Yes 1,940 1.48 (1.16–1.89) 828 0.95 (0.58–1.55) 
No 3,417 1.28 (0.97–1.69) 1,926 1.17 (0.74–1.87)

FEV1
d

High 4,361 1.34 (1.08–1.68) 2,398 0.95 (0.65–1.40)
Low 996 1.37 (0.97–1.94) 356 0.68 (0.25–1.86)

FVCd

High 4,491 1.42 (1.15–1.76) 2,414 0.89 (0.61–1.31)
Low 866 1.45 (0.98–2.15) 340 1.21 (0.49–3.04)

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the Six Cities Study, this difference for fine particles was 18.6 �g/m3. Analyses are based on the Extended Model with calendar 
year as the time axis and the baseline hazard function stratified by 1-year age groups and gender. See Table 2 for a complete list of covariates included in 
the Extended Model. Data are RRs with 95% CIs.

b Self-reported.
c Defined as doctor-diagnosed high blood pressure, heart disease, chronic bronchitis, emphysema, or asthma.
d High pulmonary function measure > 85% of predicted value based on subject’s height and age. Low pulmonary function measure � 85% of predicted value 

based on subject’s height and age.
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the estimate of relative risk of the more educated group
(95% CI: 0.94–15.35). None of the relative risks in the
group with more than high school was statistically signifi-
cantly different from unity (P > 0.05).

OCCUPATIONAL EXPOSURES

Occupational exposure to dusts, fumes, carcinogens, and
other toxic substances is an important potential con-
founder in both of the studies under review because it is
plausible that individuals who live in areas of high pollu-
tion tend, on average, to work in more polluted workplaces
than subjects who live in clean areas. It is also plausible
that subjects who work in polluted workplaces suffer
higher risks of disease than subjects who work in clean
workplaces. Indeed, there is extensive evidence that sev-
eral workplace exposures (eg, asbestos, chromium) can
cause lung cancer in workers (Siemiatycki et al 1991).
(Credible estimates of the general population’s attributable
risk of lung cancer due to occupational exposures in indus-
trialized countries are on the order of 10%.) There is also
evidence that some workplace exposures can lead to non-
malignant respiratory disease (Christiani and Wegman
1995). For cardiovascular disease, however, although there
are hints that a few workplace exposures may be risk fac-
tors, the evidence is weak and the attributable risk would
be small. If there is an effect due to air pollution on any of
these diseases, it is plausible that the effect differs
depending on whether the subject has had significant occu-
pational exposure to harmful substances in the workplace.

In both the Six Cities Study and the American Cancer
Society (ACS) Study, some information was collected on
the subjects’ occupations and on their opinion as to
whether they had been exposed to dusts and fumes in the
workplace. This information had been used by the Orig-
inal Investigators in their analyses to control for possible
confounding by occupation. However, it is known that
self-reported exposure to workplace substances is an inad-
equate indicator of exposure. Consequently, it is not clear
that the self-reports of dusts and fumes and the simple
white collar/blue collar variable created by the Original
Investigators provided effective control for occupational
confounders. The Reanalysis Team decided a more
detailed assessment of the potential for confounding of the
relation between particulate air pollution and mortality
would be informative. The occupational data that were
available in coded form were very limited. For the Six
Cities Study, only the occupation and industry as recorded
at the baseline interview were available.

Considering the type of data available and the nature of
the diseases at issue, we developed a strategy to create two
new variables that could be used to improve the control for

possible confounding by workplace exposures. The first is
a variable that we refer to as a “dirtiness index”; it de-
scribes, on a semiquantitative scale, the degree of dusts,
gases, and fumes present in a subject’s occupational envi-
ronment. Conceptually, this is somewhat the same as
assigning subjects to either white- or blue-collar worker
categories. The dirtiness index plays a role similar to the
“self-reported exposure to dusts, gases, and fumes” that
had been used by the Original Investigators. We believe
that the dirtiness index affords better control for general
occupational exposures than either the self-reports by
study subjects of exposure to dusts and fumes, or the Orig-
inal Investigators’ translation of job codes into a blue-
collar/white-collar index. The lung carcinogen index was
designed to indicate whether the subject’s particular occu-
pation would be considered to constitute an excess risk of
lung cancer.

Occupational Exposure Indices

A research group within the Reanalysis Team that has
had extensive and long-standing experience in assessing
occupational exposure in the context of community-based
studies (Gérin et al 1985; Siemiatycki et al 1991) oversaw
the creation of new exposure indices. The development of
these new indices of occupational exposure is described in
detail in Appendix B (which is available from the Health
Effects Institute upon request).

Briefly, the two new variables were based on the occupa-
tional/industrial coding systems that the Original Investi-
gators had used, supplemented by additional information.
In the case of the dirtiness index, the additional informa-
tion came from work conducted in Montréal in the context
of a large community-based cancer case-control study
(Siemiatycki et al 1991). A dirtiness index had been devel-
oped and used in the Montréal study, and we adapted it to
both the ACS Study and the Six Cities Study. For each of
the 442 occupation codes in the 1970 US Census Classifi-
cation system used to classify jobs in the Six Cities Study,
we used the same criteria that had been used earlier in
Montréal. With the resulting correspondences between job
codes and dirtiness scores, the Reanalysis Team was able
to attribute a measure of occupational dirtiness to each
individual in the two studies. This index ranged from 0 (a
very clean occupational environment) to 6 (a very dirty
workplace environment).

In the case of the lung carcinogen indicator, the addi-
tional information came from lists of carcinogens evalu-
ated by the International Agency for Research on Cancer
(IARC), summarized by Boffetta and colleagues (1995), and
by Ahrens and Merletti (1998).
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Adjustment for Occupational Exposures

After calculating a dirtiness index score for job codes and
assigning a binary variable for occupations with exposure
to lung carcinogens (new occupational exposure indices;
see Appendix B), we fit Cox proportional-hazards models
identical to those that had been used by the Original Inves-
tigators, but with one or both of the new occupational
covariates included in the models. We also carried out
some analyses using the dirtiness index as a stratification
variable to assess effect modification. We conducted all the
analyses using calendar year as the time axis, as the Orig-
inal Investigators had done, and we repeated them using
age as the time axis. Because the resulting two sets of rela-
tive risks were virtually identical, we will present only the
results using calendar time here.

Results

As shown in Appendix B, nearly 40% of all subjects
were in the lowest (ie, cleanest) of the seven occupational
dirtiness categories. The following population subgroups
had much higher dirtiness levels than their respective
complementary subgroups (see Table 6): males, subjects
with less than high school education, and subjects who
self-reported that they had exposure to dusts and fumes.
Ever-smokers had slightly higher occupational dirtiness
scores than never-smokers. Most importantly, subjects in
Topeka and Watertown (among the least-polluted towns)
had somewhat lower occupational dirtiness scores than
subjects from other towns, and subjects in Steubenville
were most likely to have jobs with high dirtiness scores.
The percentage of subjects who worked in an occupation
that has been shown or suspected to constitute an elevated
risk of lung cancer was 7.5%. The patterns by gender,
education, and smoking status for the indicator of occupa-
tional exposure to lung carcinogens were similar to those
patterns observed for the dirtiness index. There was some
variability by town of residence, but it was not clearly
associated with the town’s respective pollution level.
There was some indication that cardiopulmonary disease
and lung cancer were elevated in subjects who had higher
dirtiness indices. Subjects who had ever been occupation-
ally exposed to known lung carcinogens did not exhibit an
elevated risk of lung cancer.

Table 7 shows estimates of the overall fine particle–mor-
tality associations when different sets of covariates are
included as confounders. In our reanalysis, neither the
dirtiness index, in two different parameterizations, nor the
lung carcinogen variable had any impact on the estimates
of interest for all-cause mortality and cardiopulmonary
disease mortality. For lung cancer mortality, the magnitude
of the relative risk estimates was considerably reduced

once the occupational confounders were included. Table 8
shows the relative risks of all-cause mortality, cardiopul-
monary disease mortality, and lung cancer mortality due to
air pollution among different subsets of the population. In
contrast to the original analyses, in our statistical models
we included the dirtiness index (as a categorical variable)
for all three causes of death; in addition, for lung cancer
mortality, we included the binary lung carcinogen vari-
able. Cardiopulmonary mortality relative risks were dis-
tributed equally among males and females when all
subjects were considered, and more heavily among never-
smokers than ever-smokers. The lung cancer results were
very unstable; there was an indication of greater effect of
air pollution among males, especially among never-
smokers, although deaths from lung cancer among the
latter constituted a very small number of events. 

Table 6.  Occupational Dirtiness Scores and Prevalence of 
Occupational Exposure to Known Lung Carcinogens in 
the Harvard Six Cities Study

Characteristic

Mean 
Dirtiness

Scorea

Prevalence of 
Exposure to Lung 
Carcinogens (%)

All subjects 2.10 7.53

Air pollution by city
Harriman 2.40 7.04
Portage 2.31 8.94
Steubenville 2.24 6.77
St Louis 2.31 9.27
Topeka 1.40 6.55
Watertown 1.85 6.13

Education level
Less than high school 1.25 3.09
High school 2.10 8.46
More than high school 3.17 11.87

Occupational exposure to dust or fumesb

Yes 2.85 10.17
No 1.46 5.31

Gender
Female 1.72 5.49
Male 2.53 9.86

Smoker
Never-smoker 1.90 7.96
Ever-smoker 2.23 6.87

a Occupational dirtiness score ranges from 0 (very clean) to 6 (very dirty) 
(SEs were all within the range 0.02–0.06).

b Self-reported.
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Table 7. Relative Risks of Mortality from All Causes, Cardiopulmonary Disease, and Lung Cancer Associated with an 
Increase in Fine Particles Using the Original and Extended Models and Adjusting for Alternative Indices of Occupational 
Exposure in the Reanalysis of the Six Cities Studya 

Model All Causes
Cardiopulmonary 

Disease Lung Cancer

Originalb 1.26 (1.08–1.46) 1.31 (1.07–1.61) 1.40 (0.82–2.38) 
Original + dirtiness Ac (+ lung carcinogensd) 1.24 (1.07–1.45) 1.28 (1.04–1.58) 1.32 (0.76–2.31)
Original + dirtiness Be (+ lung carcinogens) 1.27 (1.08–1.48) 1.34 (1.09–1.66) 1.30 (0.75–2.27)
Extendedf 1.28 (1.09–1.49) 1.32 (1.07–1.63) 1.13 (0.65–1.97) 
Extended + dirtiness A (+ lung carcinogens) 1.26 (1.07–1.47) 1.29 (1.04–1.60) 1.06 (0.59–1.91)
Extended + dirtiness B (+ lung carcinogens) 1.28 (1.09–1.50) 1.35 (1.09–1.68) 1.05 (0.59–1.89) 

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the Six Cities Study, this difference for fine particles was 18.6 �g/m3. Data are RRs with 95% CIs.

b The Original Model included PM2.5, indicators of current and former smoking, a two-level indicator of education, occupational exposure to dust or fumes, and 
body mass index; baseline hazard function was stratified by 1-year age groups. See Table 2 for a complete list of covariates included in the Original Model. For 
consistency with our Extended Model, occupational analyses using the Original Model are based on 1-year age stratification, rather than the 5-year age 
stratification used by the Original Investigators.

c Dirtiness A is a categorical dirtiness variable.
d A binary variable for occupations with exposure to lung carcinogens; used only in the analyses for lung cancer.
e Dirtiness B is a continuous dirtiness variable. 
f The Extended Model included the following covariates: (1) the Original Model covariates except for current-smoker pack-years and the two-level indicator 

of education level; (2) current-smoker, years of smoking, cigarettes per day, indicators of age started smoking, a three-level indicator of education level, 
marital status, alcohol consumption; and (3) interactions between gender and each of three covariates: current-smoker, marital status, and alcohol 
consumption; baseline hazard function was stratified by 1-year age groups. See Table 2 for a complete list of covariates included in the Extended Model.

Table 8. Relative Risks of Mortality from All Causes, Cardiopulmonary Disease, and Lung Cancer Associated with an 
Increase in Fine Particles in Various Subsets of the Population Using the Original Model + Dirtiness + Lung Carcinogens 
in the Reanalysis of the Six Cities Studya 

Group All Causes Cardiopulmonary Disease Lung Cancer

All subjects 1.26 (1.08–1.48) 1.34 (1.08–1.65) 1.30 (0.75–2.27)
Females 1.19 (0.92–1.53) 1.33 (0.92–1.90) 0.67 (0.22–2.08)
Males 1.31 (1.07–1.61) 1.34 (1.03–1.75) 1.64 (0.85–3.16)

Never-smokers 1.24 (0.92–1.66) 1.39 (0.93–2.10) 3.88 (0.44–34.18)
Females 1.16 (0.80–1.67) 1.21 (0.70–2.08) 4.06 (0.46–36.12)
Males 1.25 (0.77–2.04) 1.61 (0.85–3.06) NAc

Ever-smokers 1.33 (1.10–1.61) 1.37 (1.07–1.76) 1.40 (0.80–2.46)
Females 1.29 (0.90–1.84) 1.56 (0.96–2.54) 0.52 (0.13–2.10)
Males 1.38 (1.11–1.73) 1.33 (0.99–1.78) 1.82 (0.97–3.43)

 a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the Six Cities Study, this difference for fine particles was 18.6 �g/m3. The Original Model included the following covariates:  
PM2.5, indicators of current- and former-smokers, current-smoker pack-years, former-smoker pack-years, a two-level indicator of education level, 
occupational exposure to dust or fumes, and body mass index. See Table 2 for a complete list of covariates included in the Original Model. “Dirtiness” is a 
continuous occupational variable; “lung carcinogens” is a binary variable for occupations with exposure to lung carcinogens and was used only in the 
analyses for lung cancer. Data are RRs with 95% CIs.

b The large upper confidence limit is due to the small number of deaths (8) in this group.
c NA = no deaths in that group.
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Table 9 shows that the relative risks of mortality from air
pollution differ by dirtiness stratum for all-cause mortality
and cardiopulmonary disease mortality, but with no
coherent trend; the lowest relative risk is in the middle
dirtiness stratum. Table 10 shows the results of an analysis
of the relative risks of air pollution for all-cause mortality
stratified by dirtiness score and education level. There is no
clear indication as to whether the air pollution effect is
more dependent on occupational dirtiness or on education.

POPULATION MOBILITY

The Original Investigators in the Six Cities Study had
examined the association between fine particle air pol-
lution and mortality using a cross-sectional personal inter-
view of subjects selected in six cities, with interviews con-
ducted between 1974 and 1977. Although subjects had
been reinterviewed 3, 6, and 12 years after the initial inter-
view, and their residences were recorded during follow up,
this information had not been used in the original
analyses. Information on the number of years the subject

had lived in the city of enrollment prior to recruitment
also was recorded, but not used. Air pollution concentra-
tions averaged over the follow-up period had been
assigned to each individual by city regardless of the
amount of time that individual had lived in the city of
enrollment.

The Reanalysis Team attempted to evaluate the impact
of population mobility, which would affect exposure to
ambient air pollution, on mortality. Mobility both before
and after enrollment in the study was considered.

Preenrollment Mobility

Only limited information was available on mobility
within the cohort prior to enrollment. Partial residence
histories, tied to job history, had been recorded on the ini-
tial questionnaire but not in computer files. However, the
number of years in which subjects lived in the city of
enrollment had been noted during the initial interview,
and was available for analysis.

The distribution of the numbers of years subjects had
resided in their community of enrollment before the study
began is shown in Table 11 both by city and for all cities
combined. Subjects had lived in the original city of enroll-
ment for 30 years on average, ranging from an average of
23 years in Watertown to 44 years in St Louis. We note that
the two of the most highly polluted cities (Steubenville
and St Louis) also had the longest average residency of
subjects prior to enrollment. When we included residency
duration as a predictor of all-cause mortality, it did not
change the association between fine particles and relative
risk of mortality (RR = 1.28, 95% CI: 1.09–1.50); residency
duration was a weak predictor of mortality (RR = 0.99 on
the basis of the observed range of 74 years, 95% CI: 0.79–
1.24). We obtained these results using the Extended Model
with calendar year as the time axis.

We examined the potential for residency duration to
modify the association between fine particles and mor-
tality by relating fine particles to mortality within three
levels of residency duration (< 20 years [34% of sample],

Table 9. Relative Risks of Mortality from All Causes and 
Cardiopulmonary Disease Associated with an Increase in 
Fine Particles Using the Original Model Stratified by 
Occupational Dirtiness in the Reanalysis of the Six Cities 
Studya 

Dirtiness All Causes
Cardiopulmonary 

Disease

Low 1.28 (0.96–1.70) 1.49 (1.00–2.22) 
Medium 1.08 (0.81–1.43) 1.19 (0.81–1.74) 
High 1.47 (1.13–1.90) 1.45 (1.04–2.04) 

a Relative risks were calculated for a change in the pollutant of interest 
equal to the difference in mean concentrations between the most-polluted 
city and the least-polluted city; in the Six Cities Study, this difference for 
fine particles was 18.6 �g/m3. See Table 2 for a complete list of covariates 
incorporated into the Original Model; baseline hazard function was 
stratified by 1-year age groups. For occupational dirtiness, low = 0, 
medium = 1–3, and high = 4–6. Data are RRs with 95% CIs.

Table 10. Relative Risks of Mortality from All Causes Associated with an Increase in Fine Particles Using the Original 
Model Stratified by Occupational Dirtiness and Educational Level in the Reanalysis of the Six Cities Studya 

Dirtiness Less Than High School High School More Than High School

Low 1.72 (0.87–3.40) 1.40 (0.85–2.30) 0.94 (0.60–1.47)
Medium 0.97 (0.61–1.52) 1.13 (0.67–1.89) 1.26 (0.74–2.16)
High 1.67 (1.19–2.34) 1.65 (0.99–2.75) 0.93 (0.37–2.36) 

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the Six Cities Study, this difference for fine particles was 18.6 �g/m3. See Table 2 for a complete list of covariates incorporated 
into the Original Model; baseline hazard function was stratified by 1-year age groups. For occupational dirtiness, low = 0, medium = 1–3, and high = 4–6. 
Data are RRs with 95% CIs.
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20–40 years [36%], and > 40 years [30%]). The relative
risk of fine particles and all-cause mortality was 1.41
(95% CI: 0.94–2.12), 1.21 (95% CI: 0.91–1.62), and 1.32
(95% CI: 1.05–1.65), respectively, within these three
groups. Consequently, the length of time spent in the com-
munity before enrollment does not appear to affect the
association between fine particle air pollution and mor-
tality.

Mobility After Enrollment

Subject mobility after enrollment had been ascertained
through the use of annual letters, postcards, or phone calls
to study participants. Follow-up interviews also had been
conducted at 3, 6, and 12 years, which further extended
the mobility database. The Reanalysis Team computerized
this information for the purposes of assessing the influ-
ence of post-enrollment subject mobility on the associa-
tion between air pollution and mortality.

A minority (18.5%) of the cohort had moved outside the
city of enrollment before follow up was completed.
Mobility increased with educational attainment; 12.8% of
subjects with less than a high school education had
moved, 16.9% of high school graduates had moved, and
25.0% of those subjects with more than high school edu-
cation had moved. Mobility did not vary with occupa-
tional exposure to dust or fumes. Of those subjects not
occupationally exposed, 19.2% had moved; 17.6% of
those in the exposed group had moved. The frequency of
moving was similar for all smoking status groups (19.7%
for current-smokers, 16.8% for former-smokers, and 18.4%
for never-smokers). Moving was less frequent among
married persons (17.8%) than nonmarried persons
(22.1%). Mobility was similar in males (18.2%) and
females (18.7%). However, movers tended to be younger

(average age at enrollment, 44.6 years) than nonmovers
(50.8 years). Mobility was similar in all cities (12.7% to
19.0%) except Watertown (31.8%). The crude death rate
(the number of deaths/number of subjects) was much
lower for the movers (12.1%) compared with nonmovers
(18.9%), likely due to the younger average age of subjects
that moved.

Reanalysis showed that relative risk of fine particle
exposure and all-cause mortality for the nonmover group
was 1.30 (95% CI: 1.10–1.54), notably comparable to that
for the entire sample (RR = 1.28, 95% CI: 1.09–1.49). We
based this analysis on the Extended Model with calendar
year as the time axis. The relative risk of movers was 1.08
(95% CI: 0.67–1.76), a value clearly lower than that ob-
served for the nonmoving cohort. Subjects in the mover
group tended to have higher educational attainment than
did nonmovers. Fine particle pollution was not related to
mortality in the group with higher education. We deter-
mined the relative risk within the three educational groups
for movers and nonmovers separately. Among the non-
movers, the relative risk associated with fine particles was
lower for the subjects with the highest level of education
(RR = 1.41, 95% CI: 1.10–1.82 for subjects without high
school education; RR = 1.42, 95% CI: 1.06–1.91 for subjects
with high school education; and RR = 0.96, 95% CI: 0.68–
1.35 for subjects with more than high school education).
Our analysis showed a similar risk for subjects without
high school education among the movers (RR = 1.56, 95%
CI: 0.67–3.64) as for the nonmovers without high school
education. However, we obtained relative risks less than 1
among the high school–educated movers (RR = 0.71, 95%
CI: 0.26–1.99) and movers with more than high school edu-
cation (RR = 0.96, 95% CI: 0.40–2.30). The weakness of the
association between fine particles and mortality in the

Table 11. Distribution of Residence Duration Before Enrollment (in Years) by City of Enrollment in the Reanalysis of the 
Six Cities Study

City Mean SD

Percentiles

0 5 25 50 75 95 100

Harriman 24.9 16.2 0 3 13 22 33 58 74
Portage 25.9 18.1 0 3 9 24 38 60 74
Steubenville 36.0 16.4 0 8 24 37 48 62 73
St Louis 43.7 16.1 0 17 31 45 56 69 74
Topeka 25.7 15.6 2 5 13 24 35 55 74
Watertown 22.9 17.4 0 1  7 20 34 55 73

All cities 29.8 18.3 0 3 15 28 44 63 74
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mover group thus was due largely to those subjects with at
least high school education.

The Reanalysis Team also conducted an analysis of pop-
ulation mobility in which subjects were treated as being lost
to follow up once they moved out of the original city of res-
idence. The advantage of this analysis is that subjects who
moved are not assigned an inappropriate exposure level.
The relative risk of fine particle exposure on mortality for
this new analysis was 1.23 (95% CI: 1.05–1.45), a value
only slightly lower than that observed for  the entire cohort.

Finally, we conducted an analysis of the mover group
using long-term average exposures to fine particles but
ignoring follow-up data on this group before the time the
subjects first moved from the city of enrollment. This anal-
ysis produced a relative risk of all-cause mortality of 1.25
(95% CI: 0.75–2.10), similar to that in the entire sample
(RR = 1.28), but greater than that in our first analysis of the
mover group (RR = 1.08) based on full follow-up informa-
tion starting at the time of enrollment into the study. The
confidence interval on estimates of the relative risk in the
mover group is comparable to that in the entire sample.
Our previous estimate of RR = 1.08 for the mover group
based on full follow up may be biased low because some
individuals who otherwise might have moved from the
original city of residence may have died before they had
the opportunity to do so. However, because members of
the mover group were notably younger than members of
the nonmover group, this bias is expected to be small.

TIME-DEPENDENT COVARIATES

The Reanalysis Team undertook Poisson regression
analyses of data from the Six Cities Study to estimate the
relative risk of mortality from fine particles while taking
into account changes in the values of both the air pollution
exposures and risk factors that occurred during follow up.
The Cox proportional-hazards model used by the Original
Investigators had provided an estimate of the relative risk
under the assumption that exposure to fine particles
remained fixed during follow up. Specifically, exposure to
fine particles had been assigned by the Original Investiga-
tors using the mean exposure determined on the basis of
samples taken between 1979 and 1985. In this section, we
have used Poisson regression to provide a separate series
of risk estimates that can be compared with those gener-
ated by the Original Investigators. More importantly, by
using the Poisson model, we can evaluate the impact of
temporal changes in the values of both fine particles and
other risk factors.

Using fixed-in-time covariates, a positive association
had been demonstrated between mortality and fine
particle air pollution by the Original Investigators in the

Six Cities Study, with the age-adjusted hazard ratio esti-
mated from the Cox proportional-hazards model for the
most-polluted city compared to that for the least-polluted
being 1.26 (95% CI: 1.08–1.46). We also considered the
potential confounding influence of several other variables
measured at baseline: smoking status, number of pack-
years of smoking, educational level achieved, and BMI.

During follow up of the Six Cities cohort, attempts had
been made to reinterview subjects to ascertain changes in
these covariates. Longitudinal data were available for up to
four interview dates: date of enrollment, and 3, 6, and 12
years later. We evaluated the effects of changes in the
values of these covariates over time using the Poisson
regression model:

log RR (z,w) = log r (x,z,w) � log r0 (x)

in which RR denotes the relative risk of mortality, z repre-
sents a set of covariates (BMI, education, smoking, and
occupational exposure) that can modify the mortality rate r
in addition to the effect of the air pollution exposure w,
and x represents a set of covariates (here, age and gender)
that describe the background mortality rate r0. We fit this
model to the Six Cities Study data using EPICURE (Preston
et al 1993).

In order to compare results from the Poisson regression to
previously derived relative risk estimates using the Cox pro-
portional-hazards model, we first modeled exposure to fine
particles by using a city-specific mean concentration of fine
particles over the follow-up period. We assessed the effect
of changes in exposure over time in later models that incor-
porated city-specific concentration levels calculated for the
following periods: before 1981, 1981–1982, 1983–1984,
1985–1986, and 1987 or after. We calculated these values
separately for each city by smoothing available mean
annual levels of fine particles using log-linear regression.

We adjusted all models for gender and the following age
groups: < 45, 45 through 49, 50 through 54, ... 75 through
79, and 80 or older; and also evaluated the effects of BMI,
education, occupational exposures, and smoking. We cate-
gorized BMI into quartiles on the basis of frequency distri-
bution in the study population at time of enrollment;
specifically, we placed subjects into one of the following
quartiles: < 22.70, 25.26, 28.21, and ��28.21 kg/m2. Using
these same cutpoints, we also evaluated changes in BMI
over time on the basis of data collected during follow-up
interviews.

We created an indicator variable to denote whether or
not an individual had completed high school education.
Although a more detailed categorization of this variable
was available, education was dichotomized to ensure
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consistency with the approach that had been taken by the
Original Investigators. Similarly, we assigned occupational
exposure to dust and fumes using a binary variable.

The Reanalysis Team modeled the effect of smoking
behavior on mortality three ways. First, we conducted an
analysis by using the same variables as in the original
study. These models included terms for current-smokers,
former-smokers, cigarette pack-years for current-smokers,
and cigarette pack-years for former-smokers. Thus we were
able to examine whether Poisson regression (which we
were using) produced results similar to Cox regression
(which the Original Investigators had used). Second, we
included in our model terms that represented the number
of years of cigarette smoking (at baseline, or time of enroll-
ment), and the number of packs of cigarettes smoked
weekly. Finally, because of information obtained in follow-
up interviews, we were able to model changes over time in
the number of packs of cigarettes smoked weekly. (There
were inconsistencies in the smoking status and number of
smoking years reported during follow-up interviews,
which precluded the use of these indicators of tobacco
consumption as time-dependent covariates.)

The adjusted mortality rate ratios based on the Cox
regression (Original Model) used by the Original Investiga-
tors (Table 12) provided a benchmark against which we
compared similar estimates of risk generated by Poisson
regression (Table 13). Both regression analyses are based
on the same variables from the baseline questionnaire;
however, unlike the Cox regression model, Poisson regres-
sion requires categorization of all variables, including BMI
and cigarette consumption, prior to analysis. Nonetheless,
there were no appreciable differences in the city-specific
risk estimates obtained using the Cox and Poisson regres-
sion models. For example, the Poisson regression–based
risk of mortality in Steubenville relative to that in Portage
is 1.32 (95% CI: 1.11–1.57), comparable to the Cox regres-
sion–based relative risk of 1.26 (95% CI: 1.06–1.50).

Table 14 presents the relative risk estimates of mortality
we obtained using the Cox and Poisson regression models
with exposure to fine particles defined as a continuous
covariate. Model 1 in Table 14 corresponds to the Original
Model used by the Original Investigators. Model 2, which
is based on Poisson regression with tobacco consumption
as described in Model 1, gives slightly higher risk esti-
mates than Model 1. Model 3, also based on Poisson
regression but using duration and intensity of cigarette
smoking at time of enrollment to characterize tobacco con-
sumption, leads to risk estimates very close to those of
Model 2. The agreement between Models 2 and 3 indicates
that the two methods of controlling for tobacco consump-
tion are equally effective.

Model 4 is the same as Model 3, except that the number
of packs of cigarettes smoked per week is updated on the
basis of information collected at the follow-up interviews
3, 6, and 12 years post-enrollment. Comparison of the rela-
tive risk estimates from these two models (RR = 1.31 and
1.32 for Models 3 and 4, respectively) indicates that the
incorporation of time-dependent information on cigarette
smoking did not have an appreciable impact on the associ-
ation between particulate air pollution and mortality. Sim-
ilarly, when we accounted for temporal changes in BMI
(Model 5), it did not materially affect the relative risks for
fine particles.

Table 15 shows the annual mean concentrations of fine
particles between 1979 and 1988 within each of the six
cities. Concentrations of fine particles decreased during
the study period in Steubenville, Harriman, and St Louis;
downward trends were less consistent in Portage, Topeka,
and Watertown. The city-specific mean fine particle levels
exhibited sizeable year-to-year variations.

Model 6 in Table 14 takes into account the generally
declining levels of fine particles over time on the basis of
the city-specific annual average fine particle concentra-
tions shown in Table 15. The estimated relative risk of
mortality associated with fine particles of 1.16 for Model 6
is lower than the comparable estimate of 1.31 for Model 5,
although the confidence intervals for these two estimates
demonstrate a degree of overlap.

There are several possible explanations for the attenu-
ated relative risk estimates that were generated when fine
particle exposures were modeled as calendar time-depen-
dent variables (Model 6). First, it is possible that the
smoothing of data using the log-linear regression did not
yield exposures that were representative of those received
by the residents in each city. Second, the use of time-
dependent exposures resulted in less between-city vari-
ability in exposure to fine particles in the latter part of the
follow-up period, during which most of the deaths had
occurred; this lowered the relative risk of mortality per
18.6 �g/m3 change in fine particle concentration. Finally, it
is possible that for all-cause mortality, chronic exposure to
fine particles is more important than acute exposure as a
predictor of death. Unfortunately, we were unable to dis-
criminate between risks of mortality estimated by using
various exposure-time windows because of the high
correlations between selected city-specific exposure indi-
ces based on various lag intervals.

 AIR QUALITY DATA

A major strength of the Six Cities Study is that the Orig-
inal Investigators had prospectively monitored a number
of ambient air pollutants, using monitors specifically
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Table 13. Relative Risks of All-Cause Mortality in the Six Cities Study from Poisson Regression of Time-Varying Covariatesa

Variable All Subjects Men Women

Current-smoker 1.37 (0.98–1.87) 1.79 (1.05–2.86) 1.16 (0.73–1.74)
< 10 Pack-yearsb 1.0 1.0 1.0 
10–30 Pack-years 1.57 (1.13–2.24) 1.35 (0.83–2.31) 1.74 (1.12–2.82)
> 30 Pack-years 1.87 (1.36–2.64) 1.56 (0.99–2.63) 1.93 (1.24–3.15)

Former-smoker 1.23 (0.99–1.52) 1.21 (0.88–1.63) 1.30 (0.95–1.75)
< 10 Pack-yearsb 1.0 1.0 1.0 
10–25 Pack-years 0.96 (0.73–1.27) 0.96 (0.67–1.36) 1.12 (0.70–1.78)
> 25 Pack-years 1.47 (1.17–1.86) 1.54 (1.15–2.07) 1.73 (1.09–2.76)

Less than high school education 1.26 (1.13–1.41) 1.29 (1.12–1.49) 1.22 (1.03–1.45)

Body mass indexc

4th Quartileb 1.0 1.0 1.0
3rd Quartile 0.85 (0.74–0.98) 0.91 (0.77–1.09) 0.74 (0.59–0.93)
2nd Quartile 0.78 (0.67–0.90) 0.80 (0.66–0.97) 0.75 (0.59–0.93)
1st Quartile 0.82 (0.70–0.96) 0.98 (0.79–1.22) 0.69 (0.56–0.87)

 Cityd

Portage 1.0 1.0 1.0
Topeka 1.01 (0.82–1.24) 1.04 (0.79–1.36) 0.96 (0.69–1.31)
Harriman 1.16 (0.96–1.39) 1.20 (0.94–1.51) 1.06 (0.78–1.43)
Watertown 1.06 (0.89–1.27) 0.98 (0.77–1.24) 1.13 (0.86–1.49)
St Louis 1.13 (0.95–1.35) 1.16 (0.92–1.45) 1.07 (0.81–1.41)
Steubenville 1.32 (1.11–1.57) 1.39 (1.11–1.74) 1.22 (0.93–1.61)

a Risks have been adjusted for age, sex, and all other variables listed in this table. 
b Other relative risks in this category are expressed in relation to this variable.
c Body mass index was categorized into quartiles based on the 8,111 subjects at baseline. Cutpoints in kg/m2 were: � 22.7, 25.26, 28.21, and � 28.21.
d City-specific relative risks are all expressed in relation to Portage.

Table 12. Adjusted Mortality Rate Ratios Estimated from Cox Proportional-Hazards Models: Original Resultsa from the 
Six Cities Study 

Variable All Subjects Men Women

Current-smoker 1.59 (1.31–1.92) 1.75 (1.32–2.32) 1.54 (1.16–2.04)
25 Pack-years of smoking 1.26 (1.16–1.38) 1.25 (1.12–1.39) 1.18 (1.00–1.41)

Former-smoker 1.20 (1.01–1.43) 1.17 (0.93–1.48) 1.34 (1.02–1.77)
20 Pack-years of smoking 1.15 (1.08–1.23) 1.16 (1.09–1.25) 1.15 (0.97–1.36)

Less than high school education 1.19 (1.06–1.33) 1.22 (1.06–1.41) 1.13 (0.95–1.35)

Body mass index           1.08 (1.02–1.14)           1.03 (0.95–1.12)             1.11 (1.03–1.20)

Cityb

Portage 1.0 1.0 1.0 
Topeka 1.01 (0.82–1.24) 1.04 (0.79–1.36) 0.97 (0.71–1.34)
Harriman 1.17 (0.97–1.41) 1.21 (0.96–1.54) 1.07 (0.79–1.45)
Watertown 1.07 (0.89–1.28) 0.94 (0.73–1.20) 1.22 (0.93–1.61)
St Louis 1.14 (0.96–1.36) 1.15 (0.91–1.44) 1.13 (0.86–1.50)
Steubenville 1.26 (1.06–1.50) 1.29 (1.03–1.62) 1.23 (0.93–1.61) 

a Referred to as the Original Model by the Reanalysis Team; see Table 2 for a complete list of covariates incorporated into the Original Model. From Dockery 
et al 1993; corresponds to Table 2 in the original publication (Copyright © 1993, Massachusetts Medical Society, all rights reserved). Values are rate ratios 
(95% CIs). Rates have been adjusted for age, sex, and all other variables listed in the table. The rate ratios for body mass index are for an increase of 4.52 
(1 SD). (Neither the text nor table in the original publication identify which pollutant is associated with these data.)

b City-specific rate ratios are all expressed in relation to Portage.
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Table 14. Relative Risks of Mortality from All Causes Associated with Selected Indices of  Fine Particle Air Pollutiona 
Based on Cox Proportional-Hazards Regression or Poisson Regression Models with Time-Dependent Covariates in the 
Reanalysis of the Six Cities Study

Model Type Covariates
Relative Risk

(95% CI)

1 Cox Age (5-year groupings), sex, current-smokers, pack-years for current-
smokers, former-smokers, pack-years for former-smokers, high 
school education, body mass index, and occupational exposure to 
dust or fumes;  values are based on data collected at baseline

1.26 (1.08–1.46)

2 Poisson Same as Model 1b 1.32 (1.13–1.53)

3 Poisson Age (5-year groupings), sex, number of years smoked, number of 
packs smoked per week, high school education, body mass index, 
and occupational exposure to dust or fumes; values are based on 
data collected at baseline

1.31 (1.13–1.53)

4 Poisson Same as model 3 except deaths and person-years for category of 
“number of packs smoked per week” were calculated using changes 
indicated by follow-up interviews

1.32 (1.13–1.53)

5 Poisson Same as model 4 except deaths and person-years for category of 
“body mass index” were calculated using changes indicated by 
follow-up interviews

1.31 (1.13–1.52)

6 Poisson Same as model 5 except changes in exposure to particulate matter 
over time were incorporated into the modelc

1.16 (1.02–1.32)

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the Six Cities Study, this difference for fine particles was 18.6 �g/m3. The exposure for each city was based on the mean of 
sampled measures taken between 1979 and 1985.

b The use of the Poisson regression model required the categorization of body mass index as well as duration, intensity, and cumulative tobacco 
consumption that had been modeled as continuous variables in the Cox model.

c Exposures were defined according to 13 calendar periods: earlier than 1979, 1979, 1980, 1981, ... , 1989, and 1990 or later.

Table 15. Annual Average Concentration of Fine Particles by Calendar Year in Each of the Six Citiesa

Year Harriman Portage Steubenville St Louis Topeka Watertown

1979 — 11.4 40.3 24.0 12.6 16.7
1980 26.3 12.8 30.0 22.7 15.6 17.3
1981 20.7 11.4 33.5 19.9 15.1 16.3

1982 18.7 10.1 27.9 17.7 11.9 13.4
1983 19.5 11.4 25.4 17.3 11.8 12.3
1984 19.7 11.1 26.1 18.4 12.9 17.4
1985 20.1 9.3 24.7 18.0 10.5 14.5

1986 20.5 10.8 21.7 17.9 9.2 —
1987 18.6 10.7 28.6 — 10.7 —
1988 — — — — 13.7 —

Mean (available 
years 1979–1985)

20.9 11.0 29.6 19.0 12.5 14.9

Mean (all available 
years) 

20.7 10.9 28.7 18.7 12.1 14.9

a A dash (—) indicates that no fine particle data were collected for that year.
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developed for this purpose. For the same study population
used by the Original Investigators, the Reanalysis Team
calculated relative risks for ambient air pollutants that had
been measured in the Six Cities Study (PM2.5, SO4

2�, TSP,
inhalable particles, H+, SO2, NO2, and O3). As indicated in
Table 16, associations with all-cause mortality were dem-
onstrated by a number of pollutants, including fine parti-
cles, sulfate particles, total suspended particles, inhalable
particles, aerosol acidity, sulfur dioxide, and nitrogen
dioxide. Of the pollutants they had measured, only ozone
did not appear to be associated with all-cause mortality.
With the exception of aerosol acidity, all pollutants that
demonstrated an association with mortality yielded a rela-
tive risk comparable to that for fine particles (RR = 1.28,
95% CI: 1.09–1.49). However, as can be seen in Table 17, a
high degree of multicollinearity is evident between the dif-
ferent pollutants measured in the Six Cities Study.

A higher relative risk of cardiopulmonary mortality
(RR = 1.32, 95% CI: 1.07–1.63) than for all-cause mortality
had been demonstrated by fine particles. As was the case
with all-cause mortality, increased cardiopulmonary
mortality was associated with all other pollutants except
ozone. No significant association with lung cancer mor-
tality was demonstrated by any of the pollutants measured
in the Six Cities Study, although the relative risks for lung

cancer mortality were greater than unity for all pollutants
except aerosol acidity and ozone.

With only six cities and a single fixed-site monitor
within each city, the Reanalysis Team did not attempt to fit
multiple-pollutant models to these data to identify which
of these pollutants were most strongly associated with
mortality. Multiple-pollutant models were used, however,
in the ACS Study, which included 151 cities in the sulfate
cohort and 50 cities in the fine particle cohort (see the Spa-
tial Analyses section).

During the course of the Part I audit, it became apparent
that sulfate data collected between 1979 and 1984 had been
obtained using high-volume samplers that were subject to a
known artifact. As detailed in Part I, the Reanalysis Team
constructed city-specific calibration equations to correct
for this known artifact, and developed adjusted estimates
of the city-specific sulfate levels in the Six Cities Study.
(The original/corrected sulfate concentrations [�g/m3] in
the six cities were 8.1/7.9 in Harriman, 5.3/4.7 in Portage,
12.8/13.5 in Steubenville, 8.0/7.6 in St Louis, 4.8/4.4 in
Topeka, and 6.5/5.9 in Watertown; see Table 14 in Part I.)
The relative risk of mortality from all causes was, however,
virtually unchanged (RR = 1.27, 95% CI: 1.09–1.48), when
compared with the estimate calculated using the Extended

Table 16.  Relative Risks of Mortality from All Causes, Cardiopulmonary Disease, and Lung Cancer Associated with 
Various Measures of Air Pollution from the Reanalysis of the Six Cities Studya

Cause of Death

 Pollutant
 

Rangeb  All Causes Cardiopulmonary Disease Lung Cancer

PM2.5 18.6 �g/m3 1.28 (1.09–1.49) 1.32 (1.07–1.63) 1.17 (0.67–2.04)

SO4
2� 8.0 �g/m3 1.28 (1.09–1.50) 1.32 (1.06–1.63) 1.15 (0.66–2.01)

SO4
2� adjustedc 9.1 �g/m3 1.27 (1.09–1.48) 1.30 (1.05–1.59) 1.14 (0.66–1.96)

TSP 55.8 �g/m3 1.26 (1.07–1.47) 1.21 (0.98–1.50) 1.25 (0.71–2.20)

PM15 28.3 �g/m3 1.28 (1.09–1.51) 1.30 (1.04–1.62) 1.21 (0.67–2.18)

H+ 25.8 nmol/m3 1.12 (0.97–1.30) 1.25 (1.03–1.53) 0.97 (0.57,1.64)

SO2 22.4 ppb 1.26 (1.08–1.47) 1.25 (1.01–1.54) 1.13 (0.66–1.95)

SO2 reconstructedd 22.1 ppb 1.26 (1.08–1.48) 1.24 (1.00–1.54) 1.08 (0.63–1.88)

NO2 15.8 ppb 1.25 (1.07–1.46) 1.28 (1.04–1.59) 1.15 (0.65–2.04)

O3 8.3 ppb 0.87 (0.76–1.00) 0.78 (0.64–0.95) 0.94 (0.56–1.59)

a Data are RRs with 95% CIs.
b Unless otherwise noted, all ranges were calculated from the values in Table 17a in Part I of this report, which corresponds to Table 1 in Dockery et al 1993.
c This range was calculated by the Reanalysis Team to adjust for artifactual sulfate.
d This range was reconstructed by the Original Investigators during the reanalysis.
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Model (RR = 1.28, 95% CI: 1.09–1.50; see Table 16), after
adjustment for this artifact.

Although the Audit Team, during the Part I audit, was
able to confirm the city-specific annual average air pollutant
levels for most pollutants measured by the Original Investi-
gators, the reconstructed results for sulfur dioxide were
somewhat different from those originally reported. The
largest difference occurred in the St Louis data, for which
the reconstructed sulfur dioxide concentration of 9.2 ppb
was notably lower than the original value of 14.1 ppb.
Nevertheless, the Reanalysis Team, using the reconstructed
sulfur dioxide concentrations, obtained a relative risk of all-
cause mortality (RR = 1.26, 95% CI: 1.08–1.48) that was
virtually identical to the relative risk calculated for the
same study population used by the Original Investigators
(RR = 1.26, 95% CI: 1.08–1.47; see Table 16).

FLEXIBLE MODELING

Two important assumptions lie behind the Six Cities
Study’s original analysis, which had been based on the
Cox proportional-hazards model. First, the Cox propor-
tional-hazards assumption requires that, for each variable
in the model, the hazard ratio remains constant over the
entire follow-up period. Second, as in all parametric gen-
eral linear models, the effect of each continuous predictor
on the log hazard is assumed to be linear. The Original
Investigators had not reported on the validity of these
assumptions in the context of the Six Cities Study data.
The Reanalysis Team needed to verify these assumptions
to ensure that the estimates of the effects of particulate air
pollution, and other covariates, would be unbiased.

Evidence that these assumptions may not hold could
offer new insights into the impact of particulate air pollu-
tion on mortality. The extent to which the hazard ratio for
long-term exposure to particles remains constant over time

is of particular interest in light of the changes in ambient
fine particle concentration during the follow-up period.
Verification of both assumptions for major potential con-
founders is important, because misspecification of the
effects assumptions may result in residual confounding of
the estimated association between exposure and mortality.
For these reasons, we examined the proportional-hazards
and linearity assumptions underlying the original analysis
using a flexible spline regression model.

As described in Appendix C (available upon request
from the Health Effects Institute), the regression spline
modeling approach allows for the simultaneous flexible
estimation of (1) changes over time in the log hazard ratios
of interest, and (2) nonlinear effects of continuous indepen-
dent variables. Simultaneous estimation and testing of both
effects is essential because failure to account for nonlin-
earity may result in spurious evidence of time dependence,
and vice versa. We modeled time-dependent effects using a
quadratic spline with 5 degrees of freedom (df) and 4 df
used to represent nonlinear effects.

To reduce the size of the dataset to tractable levels, we
relied on separate analyses of four disjoint and comple-
mentary subsets of the entire cohort. Each subset included
about 2,000 participants, selected by simple random sam-
pling without replacement. To test the hypotheses of
interest, we then combined the four subset-specific likeli-
hood ratio test statistics and adjusted the degrees of
freedom appropriately (see Appendix C for details). We
stratified the analyses by sex and 5-year age groups, as in
the original study, and adjusted the effect of particulates for
current and former smoking and for BMI. We conducted
sensitivity analyses by varying the degrees of freedom for
the covariates, and by varying the set of covariates included
in the model.

Table 17. Correlation Between Pollutants in the Six Cities Study

PM2.5 SO4
2� TSP PM15 H+ SO2 NO2 O3

PM2.5 100 98 84 97 59 85 78 �53

SO4
2� 100 83 94 50 85 78 �50

TSP 100 90 12 86 82 �36

PM15 100 50 81 77 �43

H+ 100 17 32 �56

SO2 100 84 �47

NO2 100 �80

O3
100
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Our tests of the proportional-hazards assumption using
the default 5 df regression spline model yielded margin-
ally significant time-dependent effects for both fine parti-
cles (P = 0.0320) and sulfate (P = 0.0316). Sensitivity
analyses indicated that the statistical significance of these
effects was robust with respect to choice of the covariates
in the model, and did not depend on whether the effect of
particulate air pollution, at a given point in time, was con-
strained to be linear or not. In contrast, we found that the
significance of the time-dependent effects depended
strongly on the number of degrees of freedom used to
model these effects. Whereas more flexible 4 df and 5 df
models provided evidence of significant departures from
the Cox proportional-hazards assumption, such departures
were not significant with 3 df or less. (The latter, less flex-
ible models fitted the data considerably less well.) This
indicates that considerable flexibility is essential to detect
time dependence of the adjusted effects of both types of
particles.

Figures 2 and 3 show the 5 df quadratic spline estimates
of the time-dependent log–hazard ratio for fine particles
and sulfate, respectively. Both estimates suggest that the
respective hazard ratio is a nonmonotone function of the
follow-up time. Specifically, the impact of fine particles on
the mortality hazard decreases to near zero after five years
of follow up, but later increases to reach a peak at about 10
to 12 years of follow up. One possible explanation for this

could be that the pattern of temporal changes in the fine
particle effect may reflect concurrent changes in between-
city variations of the yearly particle concentration levels.
(Indeed, the middle graph in Figure 2 of the original publi-
cation by Dockery and colleagues [1993] shows a sharp
increase in fine particle levels in Steubenville at about 11
years of follow up, which coincides with the peak in our
Figure 2.)

Although yearly fine particle levels are not available for
the first 5 years of the follow up in the Six Cities Study, it
can be seen from the upper graph in Figure 1 of the original
publication that TSP had decreased substantially during
this period in the two cities with the highest air pollution
levels. This suggests that fine particle levels also may have
decreased during this period, which corresponds to the ini-
tial decrease in the Reanalysis Team’s estimate of the time-
dependent effect of fine particles (our Figure 2). Thus, both
the initial decrease and later increase in the estimated
impact of fine particles on mortality seem to coincide with
concurrent changes in between-city differences in yearly
fine particle levels. This suggests that estimation of the
impact of air pollution on mortality may be refined by
taking into account the yearly variation in particulate
levels, as represented by time-dependent covariates. (In the
Time-Dependent Covariates section, we present the results
of an analysis of the relation between mortality and fine

0 3 6 9 12 15
Follow-Up Time (years)

1.0

0.5

0.0

0.5

1.0

1.5

Lo
g–

H
az

ar
d 

R
at

io

Figure 2. Change in the impact of fine particles over time in the Six Cities
Study. Flexible quadratic spline estimate (5 df) of the time-dependent
effect of fine particles on the log–hazard ratio of mortality in a subset of the
Six Cities Study (n = 2,856 of which 1,430 were deaths). The log–hazard
ratio was associated with a change in fine particles (18.6 �g/m3) equal to
the difference in mean concentrations between the most-polluted city and
the least-polluted city.  The solid curve represents the point estimate of the
log–hazard ratio and the dashed curves represent the point-wise 95% con-
fidence interval.
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Figure 3. Change in the impact of sulfate over time in the Six Cities Study.
Flexible quadratic spline estimate (5 df) of the time-dependent effect of
sulfate on the log–hazard ratio of mortality in a subset of the Six Cities
Study (n = 2,856 of which 1,430 were deaths). The log–hazard ratio was
associated with a change in sulfate (8.0 �g/m3) equal to the difference in
mean concentrations between the most-polluted city and the least-polluted
city.  The solid curve represents the point estimate of the log–hazard ratio
and the dashed curves represent the point-wise 95% confidence interval.

Sulfate



153

D Krewski et al

particle levels, using Poisson regression to take into
account changes in fine particle levels over time.)

We found no evidence against the proportional-hazards
assumption for BMI and the smoking variables considered
(P > 0.20). However, we noted a significant departure from
the linearity assumption for BMI. Figure 4 depicts the
increases in the mortality hazard for both low and high
values of BMI. This relation appears to be well approxi-
mated by the quadratic function used in the Full and
Extended Models to characterize the effects of BMI.

AMERICAN CANCER SOCIETY STUDY

QUALITY ASSURANCE AUDIT OF THE DATA FOR THE 
AMERICAN CANCER SOCIETY STUDY

The Audit Team conducted a similar data audit of the
ACS study, using data from the reduced ACS Cancer Pre-
vention Study II (CPS-II) cohort described by Pope and col-
leagues (1995)*. There were three main differences
between our audits of this and the Six Cities Study. First,
the SAS data files that had been used in the original anal-
ysis were not available. Thus it was necessary for the ACS
to reconstruct these datasets to correspond to the analytic
files that had been used by the Original Investigators.

Second, personnel who had been involved in the original
formulation and conduct of CPS-II were no longer avail-
able to answer detailed questions about the procedures for
data collection and management. Third, significant
amounts of documentation for the ACS study were lost
when ACS moved their main office from New York City to
Atlanta. Thus, in comparison with the Six Cities Study, we
had less documentation available to audit each variable;
the auditable information and data were limited to micro-
filmed death certificates, microfilmed questionnaires, and
some computer programming information. As was
reported in Part I of this report, documentation of the
ascertainment of vital status during the follow up no
longer exists, nor does detailed information on the coding
of each variable. Thus, the Audit Team often determined
the coding rules by inference instead of documentation.

As we did for the Six Cities Study, we randomly selected
250 questionnaires and 250 death certificates for audit. We
were able to trace microfilm copies of questionnaires and
death certificates with the exception of three question-
naires (1.2%) and eight death certificates (3.2%). We were
not able to decipher the causes of death on two additional
death certificates.

Part II Audit

We audited variables for the Part II analysis by con-
ducting a comparison of the data from baseline question-
naires to data in the electronic analysis file provided to the
Reanalysis Team. Variables (in alphabetical order by SAS
variable name from the analysis file) obtained from the
baseline questionnaire and audited in Part II appear in
Table 18.

We found no errors in 34 of the 55 audited variables.
The error-free variables (by SAS name) were arthritis,
asbestos, bladder disease, beer consumption (previous
amount and years), chronic indigestion, cirrhosis of the
liver, coal/stone dust and coal tar/pitch/asphalt exposure,
colon polyps, breast cysts, diabetes, diverticulosis, diesel
engine exhaust, duodenal ulcer, emphysema, exercise,
formaldehyde exposure, gall stones, gynecologic prob-
lems, heart disease, heart medicine (two variables), pros-
tate problems, rectal polyps, stroke, stomach ulcer,
tuberculosis, thyroid medication, Tylenol (two variables),
water additives, wine (previous years), and years resident
in present neighborhood. Table 18 summarizes the errors
we found in the remaining audited Part II variables.

Summary of Audit Findings

In this part of the audit, for the nonoccupational vari-
ables, we found no errors that would induce important
effects (over 5%) in the statistical analyses; the highest error
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Figure 4. Flexible nonlinear estimate of the effect of BMI in the Six Cities
Study. Flexible quadratic spline (4 df) estimate of the nonlinear effect of
increasing BMI on the log–hazard ratio of mortality in a subset of the Six
Cities Study (n = 2,856 of which 1,430 were deaths). The log–hazard ratio
is plotted with respect to the mean BMI as the reference value. The solid
curve represents the point estimate of the log–hazard ratio and the dashed
curves represent the point-wise 95% confidence interval.

* The original article appears in its entirety at the end of this Special Report.
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rate was 3.2%. However, we found very large discrepancies
in the coding of occupation and industry, namely, last
occupation/retired (error rate 7.3%), current occupation
(15.8%), occupation of longest employment (8.1%), and
total years of employment in longest occupation (3.2%).
With the possible exception of the occupational data, our
data quality audit results indicate that the information used
in the ACS Study is of sufficient quality for use in the sen-
sitivity analyses.

ALTERNATIVE RISK MODELS

The ACS Study Original Investigators’ Analytic Approach

The association between ambient air quality and lon-
gevity had been examined by the Original Investigators in
the ACS cohort using the Cox proportional-hazards model
of survival. With this approach, the relative increase in
the underlying hazard function, or instantaneous rate of
death, was assumed to be modulated by a number of risk

Table 18. Findings from the Phase II Audit of the Original Study Questionnaires from the ACS Study

SAS Variable 
Name from the 
Analysis Files Description of Variable

Number (and %) 
of Errors Found in 

247 Questionnairesa

Comments 
from the 

Phase II Audit Team

ASTHMA Asthma diagnosed by physician 1 (0.4) Apparent coding error

COLDS Colds/flu (number of times subject had colds 
or flu in the past year)

1 (0.4) Apparent coding error

EVERSMK Ever smoked cigarettes at least one per day 
for one year’s time 

5 (2.0 Apparent coding errors 

HBP High blood pressure diagnosed by physician 1 (0.4) Apparent coding error

HEPTS Hepatitis diagnosed by physician 1 (0.4) Apparent coding error

HF Hay fever diagnosed by physician 2 (0.8) Apparent coding errors

KD Kidney disease diagnosed by physician 2 (0.8) Apparent coding errors

KS Kidney stones diagnosed by physician 3 (1.2) Apparent coding errors 

LIQPR Liquor (amount consumed in previous years) 2 (0.8) Apparent coding errors 

LIQPRYR Liquor (years of previous consumption) 1 (0.4) Apparent coding error

L_OCCUP Last occupation/retired 18 (7.3) Discussed in detail in Appendix Ab

103 (41.7)c

MARITAL Marital status 1 (0.4) Apparent coding error

OCCUP Occupation (current) 39 (15.8) Discussed in detail in Appendix A 

OCCUPYR Occupation (total years in current 
occupation)

2 (0.8) Apparent coding errors

OTH_JOB Occupation (longest occupation) 20 (8.1) Discussed in detail in Appendix A

OTH_YRS Occupation (total years for longest 
occupation)

8 (3.2) Discussed in detail in Appendix A

OTHER Other medical conditions 2 (0.8) Apparent coding errors

THYROID Thyroid condition diagnosed by physician 1 (0.4) Apparent coding error

THYRX Thyroid medication (monthly consumption) 1 (0.4) Apparent coding error

WATER Water (source of drinking water) 3 (1.2) Apparent coding errors

WINEPR Wine (previous amount of consumption) 1 (0.4) Apparent coding error

a Note that two questionnaires were missing and one copy of a questionnaire did not match the requested identification number.
b Appendix A is available on request from the Health Effects Institute.
c The analysis file contained entries for this variable that matched an adjacent, related column. If one interprets this variable without regard to the adjacent 

column, the error rate is 103/247 (41.7%); if one allows for this variation, the error rate is 18/247 (7.3%).
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factors for mortality, such as smoking habits, education,
and air pollution, by a constant amount over the follow-
up period. The time axis for this survival analysis was cal-
endar year (1982 through 1989). Effects of age at enroll-
ment into the study, gender, and race had been accounted
for in the analysis by stratifying the baseline hazard function
according to different categories of these covariates, with 5-
year age groups used for age stratification. Other determi-
nants of mortality that had been used by the Original Inves-
tigators in the Original Model are listed in Table 19.

In addition to overall mortality, cardiopulmonary
disease, lung cancer, and all other causes excluding car-
diopulmonary disease and lung cancer had been examined
by the Original Investigators. Estimates of the log–relative
risks had been obtained by maximizing the partial likeli-
hood function for the Cox proportional-hazards model;
and 95% confidence intervals for the log–relative risks had
been obtained by adding and subtracting 1.96 times the
standard error for the point estimate.

The Reanalysis Team’s Analytic Approach

The Reanalysis Team considered a number of alterna-
tive risk models that included additional covariates not
included in the Original Model, as well as different
functional forms or categorizations of the original cova-
riates. Also in our reanalyses, we used either calendar
year or age as the time axis; when using age, we mod-
eled age at enrollment into the study and age at event
(death or censoring) in relation to air pollution and
other determinants of mortality. This approach has
been shown to more fully represent the effects of age on
survival than does using calendar year as the time axis
(Breslow and Day 1987).

We initially considered a Base Model that included air
pollution with no additional determinants of mortality,
with the baseline hazard function stratified by 1-year age
groups, race, and gender. We then incorporated addi-
tional covariates into the Full Model used in the reanal-
ysis (see Table 19). Specifically, we included square
terms of continuous variables such as number of ciga-
rettes smoked, years of smoking, and BMI in order to
account for nonlinear effects on mortality. We also
included variables to account for the age at which a
subject started smoking and marital status, which had
not been considered by the Original Investigators. To
describe the effects of educational attainment in more
detail, we considered three levels of education: less
than high school, high school, and more than high
school.  We also included indicator variables for

missing data on alcohol consumption due to the large
fraction (nearly 70%) of missing observations; that is,
70% of the questionnaires did not have this informa-
tion, which likely reflects a reluctance on the part of
study participants to respond to this question. (A value
of “no consumption”  had been assigned to these
missing data points by the Original Investigators.) We
took into account the possibility that the effects of these
risk factors could vary by gender by including an inter-
action term between gender and each of these factors.

We then developed a more parsimonious model by
removing those variables that proved to be of least sig-
nificance on the basis of Wald tests. We dropped a cova-
riate from the Full Model if, when the covariate was
removed, the P value based on the increase in the log-
likelihood function was greater than 0.05. We con-
tinued this procedure until there was no statistical jus-
tification for removal of additional covariates. We did,
however, keep a covariate in the model if the corre-
sponding gender interaction was statistically signifi-
cant (P < 0.05). We have referred to the parsimonious
model derived in this way as the Extended Model (see
Table 19).

The Reanalysis Team examined the potential effect of
physical exercise on the relation between air pollution
and mortality by including self-reported amounts of
physical exercise (none or some, moderate, or heavy) as
a covariate in the Extended Model. The level of phys-
ical exercise could be dependent on health status, with
healthier people able to perform more intense exercise.
Exposure to ambient air pollution also may increase the
risk of developing disease; disease, in turn, may lead to
less exercise. Thus, exercise level may be in the path of
causation between exposure and death. We examined
this possibility by including exercise level in the
Extended Model for all causes of death for those people
who reported ever having a selected number of dis-
eases, and for those individuals who did not report
having any of these diseases at the time of enrollment.
These were defined as diseases or conditions for which
a subject had ever been diagnosed by a doctor, and
included high blood pressure, heart disease, stroke, dia-
betes, gall stones, chronic indigestion, kidney disease,
kidney stones, bladder disease, cirrhosis of the liver,
tuberculosis, chronic bronchitis, emphysema, asthma,
stomach ulcer, duodenal ulcer, diverticulosis, rectal
polyps, colon polyps, thyroid condition, arthritis, pros-
tate trouble, and hepatitis.
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Table 19. Covariates Included in the Original, Full, and Extended Models for the Reanalysis of the ACS Studya

Alternative Risk Model

Covariate Original Full Extended

Tobacco consumption  

Current-smokerb
� � �

Current-smoker years of smoking � � �

(Current-smoker years of smoking)2 � �

Current-smoker cigarettes per day � � �

(Current-smoker cigarettes per day)2 �

Former-smoker years of smoking � � �

(Former-smoker years of smoking)2 � �

Former-smoker cigarettes per day � � �

(Former-smoker cigarettes per day)2 � �

Age started smoking (current-smoker) �18 yearsb
� �

Age started smoking (current-smoker) > 18 yearsb
� �

Age started smoking (former-smoker) �18 yearsb
� �

Age started smoking (former-smoker) > 18 yearsb
� �

Pipe and/or cigar smoker onlyb
� � �

Passive cigarette exposure (hours/day) � � �

Education Level
High school versus otherb

� �

More than high school versus otherb
� �

Less than high school versus otherb
�

Occupational exposureb,c � � �

Body mass index � � �

(Body mass index)2 � �

Marital status
Married versus singleb

� �

Other marital status versus marriedb
� �

Alcohol consumption
Drinks of alcohol per day �

Beer consumptionb
� �

Missing beer consumptionb
� �

Wine consumptionb
� �

Missing wine consumptionb
� �

Liquor consumptionb
�  

Missing liquor consumptionb
�

(Table continues next page)

a All three of these models were analyzed with standard Cox proportional-haards regressions.
b Dichotomous (yes/no) variable.
c Regular occupational exposure to any of the following: asbestos, chemicals/acids/solvents, coal or stone dusts, coal tar/pitch/asphalt, diesel engine 

exhaust, formaldehyde.
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Table 19 (continued). Covariates Included in the Original, Full, and Extended Models for the Reanalysis of the 
ACS Studya

Alternative Risk Model

Covariate Original Full Extended

Interaction with gender
Current-smokerb �

Current-smoker years of smoking � �

(Current-smoker years of smoking)2 � �

Current-smoker cigarettes per day  � �

(Current-smoker cigarettes per day)2 �

Former-smoker years of smoking � �

(Former-smoker years of smoking)2 � �

Former-smoker cigarettes per day � �

(Former-smoker cigarettes per day)2 � �

Age started smoking (current-smoker) � 18 yearsb �

Age started smoking (current-smoker) > 18 yearsb �

Age started smoking (former-smoker) � 18 yearsb � �

Age started smoking (former-smoker) > 18 yearsb � �

Pipe and/or cigar smoker onlyb �

Passive cigarette exposure (hours/day) �

High school versus otherb �

More than high school versus otherb  �

Less thanhigh school versus otherb �

Occupational exposure to air toxicsb � �

Body mass index � �

(Body mass index)2 � �

Married versus singleb �

Other marital status versus marriedb �

Drinks of alcohol per day  �

Beer consumptionb �

Missing beer consumptionb �

Wine consumptionb �

Missing wine consumptionb �

Liquor consumptionb �

Missing liquor consumptionb �

a All three of these models were analyzed with standard Cox proportional-hazards regressions.
b Dichotomous (yes/no) variable.
c Regular occupational exposure to any of the following: asbestos, chemicals/acids/solvents, coal or stone dusts, coal tar/pitch/asphalt, diesel engine 

exhaust, formaldehyde.
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Table 20. Relative Risks of Mortality by Cause of Death Associated with an Increase in Fine Particles or Sulfate in Risk 
Models with Alternative Time Axes in the Reanalysis of the ACS Studya 

Time Axis

 Calendar Year Age

Alternative Risk 
Modelb  Fine Particles Sulfate Fine Particles Sulfate

All Causes [100%]
Base 1.27 (1.18–1.37) 1.26 (1.19–1.33) 1.26 (1.17–1.35) 1.25 (1.18–1.32)
Original 1.18 (1.10–1.27) 1.16 (1.10–1.23) 1.18 (1.10–1.27) 1.16 (1.10–1.22)
Full 1.17 (1.09–1.26) 1.15 (1.08–1.21) 1.16 (1.08–1.25) 1.14 (1.07–1.20)
Extended 1.18 (1.09–1.26) 1.15 (1.09–1.21) 1.17 (1.09–1.25) 1.14 (1.08–1.20)

Cardiopulmonary Disease [50%]
Base 1.41 (1.27–1.56) 1.39 (1.28–1.50) 1.41 (1.27–1.56) 1.38 (1.27–1.49)
Original 1.30 (1.18–1.45) 1.27 (1.17–1.38) 1.30 (1.18–1.45) 1.27 (1.17–1.37)
Full 1.28 (1.15–1.42) 1.25 (1.15–1.35) 1.28 (1.15–1.42) 1.24 (1.14–1.34)
Extended 1.30 (1.17–1.44) 1.25 (1.16–1.36) 1.29 (1.17–1.43) 1.25 (1.15–1.35)

Cardiovascular Disease [43%] 
Base 1.47 (1.32–1.65) 1.47 (1.35–1.60) 1.46 (1.31–1.63) 1.46 (1.34–1.59)
Original 1.36 (1.22–1.52) 1.36 (1.25–1.48) 1.36 (1.22–1.52) 1.35 (1.24–1.47)
Full 1.34 (1.20–1.49) 1.33 (1.22–1.45) 1.33 (1.19–1.48) 1.32 (1.21–1.43)
Extended 1.35 (1.21–1.51) 1.34 (1.23–1.46) 1.34 (1.20–1.50) 1.33 (1.22–1.44)

Respiratory Disease [7%]
Base 1.07 (0.80–1.42) 0.94 (0.76–1.17) 1.09 (0.82–1.45) 0.95 (0.76–1.18)
Original 1.00 (0.76–1.33) 0.83 (0.67–1.04) 1.01 (0.76–1.34) 0.85 (0.68–1.05)
Full 0.96 (0.72–1.27) 0.81 (0.65–1.01) 0.99 (0.74–1.31) 0.82 (0.66–1.03)
Extended 0.98 (0.74–1.30) 0.82 (0.65–1.02) 1.00 (0.76–1.33) 0.83 (0.66–1.03)

Lung Cancer [8%]
Base 1.23 (0.96–1.57) 1.63 (1.35–1.97) 1.21 (0.95–1.54) 1.62 (1.34–1.95)
Original 1.02 (0.80–1.29) 1.36 (1.13–1.65) 1.02 (0.80–1.30) 1.36 (1.12–1.64)
Full 0.99 (0.78–1.26) 1.32 (1.09–1.60) 0.98 (0.77–1.25) 1.31 (1.09–1.59)
Extended 1.00 (0.79–1.28) 1.33 (1.10–1.61) 0.99 (0.78–1.26) 1.32 (1.09–1.60)

Other Cancers [27%]
Base 1.18 (1.03–1.36) 1.15 (1.03–1.28) 1.17 (1.02–1.34) 1.14 (1.02–1.26)
Original 1.14 (0.99–1.30) 1.10 (0.99–1.23) 1.13 (0.98–1.29) 1.10 (0.99–1.22)
Full 1.14 (1.00–1.31) 1.10 (0.99–1.23) 1.13 (0.98–1.29) 1.09 (0.98–1.21)
Extended 1.14 (0.99–1.31) 1.10 (0.99–1.22) 1.12 (0.98–1.29) 1.08 (0.97–1.21)

Other Causes [15%]
Base 1.06 (0.88–1.27) 0.93 (0.81–1.08) 1.05 (0.88–1.26) 0.92 (0.80–1.06)
Original 1.01 (0.84–1.21) 0.88 (0.76–1.01) 1.01 (0.84–1.21) 0.87 (0.75–1.01)
Full 1.01 (0.84–1.21) 0.86 (0.75–1.00) 1.00 (0.83–1.20) 0.85 (0.74–0.99)
Extended 1.00 (0.84–1.21) 0.86 (0.75–1.00) 0.99 (0.83–1.19) 0.85 (0.74–0.99)

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the ACS Study, this difference for fine particles was 24.5 �g/m3, and for sulfate was 19.9 �g/m3. Causes of death are shown with 
percentage of all causes. Data are RRs with 95% CIs.

b See the Alternative Risk Models section under the ACS Study for a description of models and Table 19 for a list of covariates included in each model.
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Alternative Risk Estimates

The relative risks of mortality associated with
increases in fine particles or sulfate evaluated at the
ranges in exposure that had been considered by the Orig-
inal Investigators are shown in Table 20 by covariate
model specification (Base, Original, Full, and Extended),
time axis used in the survival model (calendar year or
age), and cause of death (all causes, cardiopulmonary dis-
eases, cardiovascular diseases, respiratory diseases, lung
cancer, other cancers, and all other causes). Compared
with the Base Model with only air pollution, adjustment
for selected risk factors for mortality reduced the relative
risk associated with either fine particles or sulfate for all
underlying causes of death for both time axes. We
observed similar air pollution mortality risks in the three
risk models with different groups of covariates: Original,
Full, and Extended. The Full and Extended Models
included terms for all gender interactions, age started
smoking, and nonlinear (squared) terms for cigarettes
smoked and BMI that had not been included in the Orig-
inal Model. Although these additional covariates contrib-
uted to the overall characterization of the factors
influencing mortality, their inclusion in the Full and
Extended Models did not appreciably alter the asso-cia-
tion between air pollution and mortality that had been
observed in the Original Model.

Air pollution does not appear to be associated with
either deaths from respiratory causes or the “other” causes
of death, which include death from all causes except car-
diopulmonary disease or cancer. However, both fine parti-
cles and sulfate are clearly associated with all-cause
mortality and cardiovascular mortality. We found slightly
higher air pollution risks if the underlying causes of death
were restricted to ischemic heart disease (ICD-9 codes
410–414), with risks associated with sulfate of 1.32
(95% CI: 1.20–1.44) and risks associated with fine particle
exposures of 1.37 (95% CI: 1.22–1.53), using the Extended
Model with calendar year as the time axis. These results
suggest that particulate air pollution may be affecting
people with heart diseases more than it affects those with
vascular problems.

Although the relative risk of death from lung cancer in
relation to exposure to sulfate was significantly greater
than unity, fine particles were not associated with an
increased risk of lung cancer mortality. A weaker associa-
tion was observed between deaths from other types of
cancer and air pollution. Relative risks of mortality were
similar in magnitude for fine particles and sulfate except in
the case of lung cancer, for which the relative risk for fine
particles (0.99) was less than that for sulfate (1.32). Reanal-
ysis also showed that the association between air pollution

and mortality was not sensitive to the specification of the
time axis, suggesting that stratification of the hazard
function by 1-year age groups was adequate to control for
effects of age on survival.

Finally, to test the hypothesis that air pollution was not
associated with a cause of death thought not to be affected
by air pollution, we conducted an analysis of accidental
mortality (ICD-9 codes > 800). Using the Extended Model
with calendar year as the time axis, we estimated the risk of
accidental deaths associated with particulate air pollution
to be 1.07 (95% CI: 0.82–1.39) in the fine particle cohort
and 1.01 (95% CI: 0.82–1.23) in the sulfate cohort, which
confirmed our hypothesis.

Effect of Physical Activity and Disease History

We examined the effect of exercise on the association
between ambient air pollution and mortality by including
exercise level in the Extended Model for all causes of
death. Of the full cohort, 28% reported no or a slight
amount of exercise, 64% reported moderate exercise, and
8% reported heavy exercise. Exercise level was a determi-
nant of mortality. For the sulfate cohort of 151 cities, for
example, the relative risk of mortality associated with
exposure to sulfate for subjects at the none/slight exercise
level compared with those at the moderate exercise level
was 0.63 (95% CI: 0.62–0.65); those engaged in heavy exer-
cise had an even lower risk of mortality, with a relative risk
of 0.54 (95% CI: 0.52–0.57). The inclusion of exercise in
the Extended Model reduced the relative risk of sulfate
from 1.15 (95% CI: 1.09–1.21) to 1.11 (95% CI: 1.05–1.18),
using calendar year as the time axis, as it did for fine parti-
cles as well; the relative risk of mortality associated with
fine particles was reduced from 1.18 to 1.13.

When we controlled for exercise level, the attenuation in
risk associated with ambient air pollution was much less in
the group without any reported diseases at time of enroll-
ment (a reduction from 1.33 to 1.32 for sulfate and 1.30 to
1.29 for fine particles) than in the group with some re-
ported disease (reduction from 1.14 to 1.10 for sulfate and
1.17 to 1.11 for fine particles). Although it was reduced
somewhat, the air pollution effect persisted after we con-
trolled for exercise. We found that the beneficial health
effects of exercise were less obvious in the group without
disease (RR = 0.88 for moderate versus none/slight, and
0.84 for heavy versus none/slight) than in the group with
disease (0.63 for moderate and 0.53 for heavy exercisers).

We note that the effect of air pollution on mortality was
more pronounced in people with no reported diseases than
in the cohort with some reported disease. The group with
no disease was younger overall than the group with a his-
tory of disease, with an average age at enrollment of
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62.5 years compared to 66.9 years for the group with
disease. Members of the disease-free group tended to die at
an earlier age (66.8 years on average), compared with the
group with disease (70.9 years), but experienced a lower
percentage of deaths (3.4%) than the the group with disease
(9.0%). Air pollution was associated with a relative risk of
1.30 in the disease-free group, with a corresponding
increase of 1.0% in the number of deaths in this group. Air
pollution also was associated with a relative risk of 1.14 for
the group with disease, corresponding to a 1.3% increase in
the number of deaths. The impact of air pollution on the
number of deaths as a percentage of cohort members is thus
seen to be greater in the group with a history of disease than
in the disease-free group. 

Shape of the Concentration-Response Function

The shape of the concentration-response function was
examined by plotting city-specific estimates of the loga-
rithm of the relative risk for each city compared with an
index city against either fine particles or sulfate for three
causes of death (all causes, cardiopulmonary disease, and
lung cancer; Figure 5). We determined city-specific rela-
tive risk by including all individual risk factors in the
Extended Model and the indicator functions for city (using
one city as an index) from the Cox regression model, but
excluding air pollution. For the sulfate cohort, we chose
Greenville SC as the index city because it had sulfate
levels near the overall mean concentration observed in the
ACS Study. For the same reason, we selected Raleigh NC as
the index city for the fine particle cohort of subjects. (Note,
however, that we could have selected any index city with
identical results.)

We didn’t include data for Beaumont TX in these graphs
for the sulfate cohort because the log–relative risk of this
city was very low for all three causes of death. Boise City
ID, with a fine particle concentration of 12.1 �g/m3, also
had a very low relative risk of all three causes of death
compared with the index city. When we removed these
two outlying data points, it enhanced the resolution of
these graphs for assessing the shape of the concentration-
response functions for fine particles and sulfate.

A nonparametric smoothed representation of the rela-
tion between air pollution and the city-specific logarithms
of the adjusted relative risks is represented on each panel
in Figure 6 using a locally weighted smoothing function
(LOESS) with a 40% span (Cleveland and Devlin 1988),
along with corresponding 95% confidence intervals.

The concentration-response function for sulfate demon-
strates an increasing trend across the range of sulfate
concentrations in the sulfate cohort, although the curve is
relatively flat for concentrations of 10–15 �g/m3. The

concentration-response curves for fine particles and both
all-cause and cardiopulmonary mortality demonstrate
near-linear increasing trends through the range of particle
levels observed in the fine particle cohort. The apparent
absence of an association between lung cancer mortality
and exposure to fine particles is consistent with our pre-
vious finding that the relative risk of lung cancer mortality
was not elevated in this cohort. The relation between mor-
tality and both fine particles and sulfate is explored further
in the Flexible Modeling section using flexible spline
regression models.

IDENTIFICATION OF SENSITIVE SUBGROUPS

In addition to examining the sensitivity of the associa-
tion between air pollution and mortality to specifications
of the risk model, the Reanalysis Team sought to identify
population subgroups that may be especially susceptible
to the health effects of exposure to air pollution. Unless
otherwise specified, we have based all analyses of popula-
tion subgroups on the Extended Model using calendar year
as the time axis.

We examined effect modification by stratifying the
cohort into categorical levels of the following covariates:
educational attainment, reported heart or lung disease,
exposure to air toxics, marital status, gender, smoking
status (never-, former-, or current-smoker), exercise level,
and age at enrollment. These stratified analyses, summa-
rized in Table 21, permitted the Reanalysis Team to iden-
tify subgroups of the cohort that were more or less
susceptible to sulfate or fine particle air pollution.

For both fine particles and sulfate, air pollution mor-
tality risks decreased significantly (P < 0.05) with
increasing educational attainment. We observed a similar
pattern for cardiopulmonary disease and lung cancer
causes of death (Figure 7). There was some evidence
(0.05 < P < 0.1) that married persons demonstrated a
reduced risk related to air pollution (RR = 1.14 for PM2.5
and RR = 1.12 for SO4

2�) compared with subjects who were
not married at the time of the interview (RR = 1.31 for
PM2.5 and RR = 1.26 for SO4

2�).

Although education appeared to be an effect modifier, it
was not a strong confounder. The relative risk of mortality
from all causes of death associated with exposure to sul-
fate was 1.16 (95% CI: 1.10–1.23), based on the Extended
Model with no adjustment for education and calendar time
as the time axis; we obtained a similar value after adjusting
for education (RR = 1.15, 95% CI: 1.09–1.21). Exposure to
fine particles yielded similar results (RR = 1.19 with no
educational adjustment compared to 1.18 with adjustment
for education) on the same basis. Education also was not a
strong confounder of the air pollution effect for any of the
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Table 21. Relative Risks of Mortality from All Causes Associated with an Increase in Fine Particles or Sulfate for Selected 
Personal Characteristics in the ACS Studya 

Fine Particles Sulfate

Characteristic
Percent of 

Cohort All-Cause Mortality
Percent of 

Cohort All-Cause Mortality

Age at Enrollment
��50 29.3 1.19 (0.91–1.56) 29.3 1.14 (0.91–1.42)
50–60 36.4 1.13 (0.97–1.30) 36.5 1.12 (0.99–1.26)
> 60 34.3 1.19 (1.09–1.29) 34.2 1.16 (1.09–1.24)

Gender
Male 43.6 1.17 (1.07–1.29) 43.4 1.12 (1.04–1.21)
Female 56.4 1.18 (1.06–1.32) 56.6 1.18 (1.09–1.29)

Smoking Status
Never-smoker 48.4 1.25 (1.11–1.40) 48.3 1.18 (1.08–1.29)
Former-smoker 30.2 1.21 (1.07–1.37) 30.0 1.14 (1.03–1.25)
Current-smoker 21.4 1.14 (0.99–1.31) 21.7 1.21 (1.08–1.35)

Education Level
Less than high school 11.3 1.35 (1.17–1.56) 12.3 1.27 (1.13–1.42)
High school 29.8 1.23 (1.07–1.40) 31.3 1.20 (1.08–1.33)
More than high school 58.9 1.06 (0.95–1.17) 56.3 1.05 (0.96–1.14)

Occupational Exposure to Dust or Fumesb

Yes 19.4 1.08 (0.93–1.27) 19.8 1.14 (1.01–1.28)
No 80.6 1.20 (1.11–1.30) 80.2 1.15 (1.08–1.23)

Marital Status 
Married 84.0 1.14 (1.05–1.23) 84.0 1.12 (1.05–1.19)
Other 16.0 1.31 (1.13–1.52) 16.0 1.26 (1.12–1.41)

Disease Statusc

Heart or lung 37.1 1.15 (1.05–1.26) 37.2 1.15 (1.07–1.23)
Cancer 10.1 1.34 (1.15–1.57) 9.9 1.19 (1.05–1.34)
Other 63.7 1.19 (1.09–1.29) 63.2 1.12 (1.05–1.20)

Exercise 
No or slight 28.1 1.02 (0.90–1.15) 27.4 1.04 (0.95–1.15)
Moderate 64.4 1.19 (1.08–1.31) 64.7 1.16 (1.08–1.25)
Heavy 7.5 1.00 (0.73–1.37) 7.9 0.97 (0.76–1.23)

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the ACS Study, this difference for fine particles was 24.5 �g/m3, and for sulfate was 19.9 �g/m3. Analyses are based on the 
Extended Model with calendar year as the time axis and the baseline hazard function stratified by 1-year age groups, gender, and race. See Table 19 for a 
complete list of covariates included in the Extended Model. Data are RRs with 95% CIs.

b Self-reported exposure to asbestos, chemicals/acids/solvents, coal or stone dust, coal tar/pitch/asphalt, diesel engine exhaust, or formaldehyde. 
c Defined as doctor-diagnosed high blood pressure, heart disease, stroke, chronic bronchitis, emphysema, or asthma. Cancer defined as any type. Other 

diseases defined as diabetes, gall stones, chronic indigestion, kidney disease, kidney stones, bladder disease, cirrhosis of the liver, tuberculosis, stomach 
ulcer, duodenal ulcer, diverticulosis, rectal polyps, colon polyps, thyroid condition, arthritis, prostate trouble, or hepatitis.
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specific underlying causes of death considered (results not
shown).

The relative risk of lung cancer mortality for sulfate
(RR = 1.33, 95% CI: 1.10–1.61) was greater than that for
fine particles (RR = 1.00, 95% CI: 0.79–1.28). As shown in
Figure 7, this difference in effect of air pollution largely
can be explained by educational attainment. The relative
risk of death from lung cancer associated with exposure to
fine particles was 1.41 (95% CI: 0.87–2.29) for those
individuals who had not completed high school,
1.39 (95% CI: 0.90–2.15) for those who had graduated
from high school, and 0.66 (95% CI: 0.46–0.95) for those
who had more than high school school education. The
corresponding relative risks for exposure to sulfate were
1.49 (95% CI: 1.02–2.18), 1.39 (95% CI: 0.99–1.95), and
1.19 (95% CI: 0.89–1.59), respectively. The inverse rela-
tion between mortality and exposure to fine particles
among individuals with more than high school education
reduced the overall effect of fine particles on mortality; the
relation between education and sulfate was attenuated by
comparison. For subjects with high school education or

less, the effects of fine particles and sulfate on lung cancer
mortality were similar.

Although the general pattern of decreasing relative risk
with increasing educational attainment shown in Figure 7
for all-cause and cardiopulmonary mortality is similar for
fine particles and sulfate, the relative risk of lung cancer
mortality is greater than unity (RR = 1.19) for sulfate and
less than unity (RR = 0.66) for fine particles. In order to
investigate the possibility that this difference might be due
to the larger number of cities in the sulfate cohort (n = 151)
than in the fine particle cohort (n = 50), we conducted a
similar analysis restricted to the 47 cities for which both
sulfate and fine particle measurements were available.
This restricted analysis produced results similar to those
obtained with the full sulfate and fine particle cohorts.
Specifically, the relative risks of lung cancer mortality
associated with sulfate based on the 47 cities were
RR = 2.02 (95% CI: 1.25–3.25) for those with less than
high school, 1.42 (95% CI: 0.91–2.21) for those with high
school, and 1.14 (95% CI: 0.79–1.67) for those with more
than high school education. The relative risks of lung
cancer mortality associated with fine particles were
1.45 (95% CI: 0.89–2.36), 1.39 (95% CI: 0.89–2.16), and
0.72 (95% CI: 0.50–1.04), respectively, for the same three
educational attainment groups.

To further characterize the effects of air pollution on
mortality in relation to educational level or cohort, we
classified members into two subgroups corresponding to
high school education or less and more than high school
education. For each of these two groups, we conducted
analyses within categories of the following personal char-
acteristics: exposure to air toxics, marital status, gender,
smoking status, presence of heart or lung disease, exercise
level, and age at enrollment. Table 22 illustrates that the
relative risk for air pollution was greater in the lower edu-
cation group than in the more educated cohort for all char-
acteristics examined. On the basis of this analysis, it is not
clear if there exists a subgroup of the cohort with more
than high school education whose longevity is adversely
affected by air pollution.

OCCUPATIONAL EXPOSURES

Occupational exposure is an important potential con-
founder in air pollution studies because it is plausible that
individuals who live in highly polluted areas also work in
more polluted environments. Extensive evidence indicates
that several types of workplace exposure can cause lung
cancer in exposed workers and can lead to nonmalignant
respiratory disease. As described in the Occupational
Exposures section of the Six Cities Study section, the
Reanalysis Team attempted to control for occupational

Figure 7. Relative risks of mortality by cause of death and educational
attainment associated with sulfate or fine particles in the reanalysis of the
ACS Study.  HS = high school. Error bars represent ±2 SE.
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confounding by supplementing the original datasets with
two new variables: a dirtiness indicator and an indicator of
exposure to occupational carcinogens.

The new exposure indices were created by a research
team that has had extensive and long-standing experience
in assessing occupational exposure in the context of com-
munity-based studies (Gérin et al 1985; Siemiatycki et al
1991). One index, the dirtiness indicator, was developed
and used in Montréal in a large community-based cancer
case-control study (Siemiatycki et al 1991). The other
index, a lung carcinogen indicator, was developed with
additional information provided by the International

Agency for Research on Cancer (Boffetta et al 1995; Ahrens
and Merletti 1998). During the baseline interview in the
ACS Study, questions had been asked about current or last
occupation and the occupation of longest duration. These
had been coded by means of an ad hoc system developed
by the ACS investigators. Whereas the Six Cities Study
coding system had used 442 occupational and industrial
categories, the ACS Study coding system had used only
68 occupational categories. Employing these codes, we
allocated two new variables to each study subject.

Because the ACS Study used only occupation codes in a
relatively small number of categories, it was often impossible

Table 22. Relative Risks of Mortality from All Causes Associated with an Increase in Fine Particles or Sulfate for Selected 
Personal Characteristics by Educational Level and Sample Sizea in the Reanalysis of the ACS Studyb

Characteristic

Fine Particles  Sulfate

High School or Less More Than High School High School or Less More Than High School

n Relative Risk n Relative Risk n Relative Risk n Relative Risk

Age at Enrollment
��50 29,130 1.51 (1.00–2.27) 58,421 1.00 (0.70–1.43) 59,411 1.29 (0.92–1.81) 104,587 1.05 (0.78–1.41)
50–60 42,705 1.27 (1.02–1.60) 66,025 1.03 (0.84–1.26) 85,811 1.28 (1.08–1.52) 118,295 0.99 (0.83–1.17)
> 60 51,105 1.28 (1.14–1.43) 51,432 1.08 (0.95–1.23) 98,818 1.23 (1.13–1.34) 92,127 1.08 (0.97–1.19)

Gender
Male 45,708 1.34 (1.17–1.52) 84,602 1.02 (0.89–1.17) 92,078 1.24 (1.12–1.37) 150,620 1.00 (0.90–1.12)
Female 77,231 1.24 (1.07–1.44) 91,276 1.12 (0.94–1.32) 151,962 1.24 (1.11–1.39) 164,389 1.12 (0.98–1.28)

Smoking Status
Never-smoker 61,540 1.35 (1.15–1.57) 83,127 1.13 (0.95–1.35) 121,612 1.22 (1.09–1.37) 148,329 1.12 (0.98–1.28)
Former-smoker 29,191 1.40 (1.17–1.66) 34,680 1.06 (0.89–1.26) 63,596 1.25 (1.09–1.44) 104,016 1.03 (0.89–1.18)
Current-smoker 32,208 1.30 (1.08–1.57) 58,071 0.98 (0.80–1.21) 58,832 1.38 (1.19–1.59) 62,664 1.01 (0.85–1.20)

Occupational Exposure to Dust or Fumesc

Yes 25,385 1.14 (0.93–1.39) 32,440 1.04 (0.81–1.32) 51,862 1.20 (1.03–1.39) 51,017 1.07 (0.88–1.30)
No 97,554 1.34 (1.20–1.50) 143,438 1.06 (0.94–1.19) 192,178 1.26 (1.15–1.37) 255,992 1.04 (0.95–1.14)

Marital Status 
Married 100,712 1.29 (1.15–1.44) 150,203 1.00 (0.89–1.13) 200,713 1.23 (1.12–1.34) 268,686 1.01 (0.92–1.11)
Other 22,227 1.32 (1.09–1.60) 25,675 1.29 (1.02–1.64) 43,327 1.30 (1.12–1.50) 46,323 1.19 (0.99–1.43)

Heart or Lung Diseased

Yes 52,028 1.26 (1.11–1.42) 61,751 1.00 (0.87–1.15) 102,663 1.26 (1.15–1.38) 110,761 1.00 (0.90–1.29)
No 70,911 1.29 (1.09–1.53) 114,127 1.14 (0.97–1.35) 141,377 1.17 (1.03–1.32) 204,248 1.13 (0.99–1.29)

Exercise 
No or slight 30,840 1.08 (0.92–1.27) 51,984 0.94 (0.79–1.13) 59,538 1.12 (0.99–1.28) 91,533 0.94 (0.81–1.08)
Moderate 79,494 1.31 (1.15–1.49) 110,483 1.09 (0.95–1.25) 158,238 1.24 (1.12–1.37) 199,022 1.08 (0.97–1.20)
Heavy 10,642 1.40 (0.92–2.14) 11,711 0.69 (0.42–1.12) 22,317 1.05 (0.77–1.43) 21,417 0.80 (0.55–1.17)

a All n values include the two subcohorts of women who had been excluded from the original ACS analyses; however, they do not include subjects with 
missing data in a particular stratification variable.

b Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the ACS Study, this difference for fine particles was 24.5 �g/m3, and for sulfate was 19.9 �g/m3. Analyses are based on the 
Extended Model with calendar year as the time axis and the baseline hazard function stratified by 1-year age groups, gender, and race. See Table 19 for a 
complete list of covariates included in the Extended Model. Data are RRs with 95% CIs.

c Self-reported exposure to asbestos, chemicals/acids/solvents, coal or stone dust, coal tar/pitch/asphalt, diesel engine exhaust, or formaldehyde. 
d Defined as doctor-diagnosed high blood pressure, heart disease, stroke, chronic bronchitis, emphysema, or asthma.
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to find a good fit between our occupation-industry combi-
nation and the ACS coding system. The occupation and
industry codes used in the Six Cities Study allowed for a
much better specification of at-risk jobs.

Appendix B shows that over half of all subjects were in
the lowest (cleanest) of the seven occupational dirtiness
categories. The following population subgroups had much
higher dirtiness levels than their respective complemen-
tary subgroups (Table 23): males, subjects with less than
high school education, and subjects who self-reported
exposure to dusts and fumes. Smokers had slightly higher
dirtiness scores than never-smokers or former-smokers.
Most important, we found no clear relation between the
occupational dirtiness scores and the pollution levels of
the towns of residence.

The percentage of subjects who worked in an occupa-
tion that has been shown, or that is suspected, to be associ-
ated with an elevated risk of lung cancer was 2.7%. The

patterns by subgroup were similar to those of the dirtiness
index; again, we found no evidence of increasing exposure
to occupational carcinogens with increasing environ-
mental pollution.

As detailed in Appendix B, we found little evidence of
any independent effect of the occupational dirtiness score
on mortality from any of the causes examined. However,
we found a relative risk of mortality from lung cancer asso-
ciated with occupational exposure to lung carcinogens, as
determined by our lung carcinogens variable, of 1.23
(95% CI: 1.00–1.51) in the fine particle cohort and 1.19
(95% CI: 1.02–1.39) in the sulfate cohort. Taken together,
the lack of association between both new covariates and
air pollution, and the equivocal findings on the associa-
tions between the new covariates and mortality, would
suggest that the air pollution–mortality associations are
unlikely to be confounded by either the occupational dirt-
iness score or the lung carcinogen variable.

Tables 24 and 25 show estimates of the overall air pollu-
tion–mortality associations when we included different
sets of covariates as confounders. Neither the dirtiness
index, in two different parameterizations, nor the lung car-
cinogen variable had a noticeable impact on the estimates
of interest.

Table 26 shows the relative risks of mortality from all
causes, cardiopulmonary disease, and lung cancer associ-
ated with sulfate and fine particle indices of air pollution
among different population subgroups. In contrast with
the original analysis, we included in the statistical models
the dirtiness index for all three causes of death and, in
addition, the lung carcinogen index for lung cancer mor-
tality. We obtained results very similar to those that had
been published by the Original Investigators.

We examined whether occupational dirtiness is an
effect modifier for the air pollution effects. As indicated in
Table 27, we found an apparently much greater effect of air
pollution among subjects with the highest dirtiness score
compared with those with low or medium levels of occu-
pational dirtiness; however, there was no logical trend
from the low to the medium category. We previously
showed that educational attainment was also an important
effect modifier, so we further explored the way the risk due
to air pollution is mediated by education and occupational
dirtiness. Table 28 shows the results of an analysis of the
air pollution effect on all-cause mortality stratified by edu-
cation level and dirtiness score. We see some indication in
the fine particle cohort that the two effect modifiers have
independent effects; this is less clear in the sulfate cohort,
however, where the dirtiness variable appears to have a
stronger impact than the education variable.

Table 23.  Occupational Dirtiness Scores and Prevalence 
of Occupational Exposure to  Known Lung Carcinogens in 
the ACS Study Sulfate Cohort    

Characteristic

Mean 
Dirtiness 

Scorea

Prevalence of 
Exposure to 
Known Lung 

Carcinogens (%)

All subjects 1.14 2.74

Air pollutionb

Low 1.17 2.92
Medium 1.12 2.6
High 1.13 2.74

Education level
Less than high school 1.01 1.61
High school 1.13 3.68
More than high school 1.78 5.52

Occupational exposure to dust or fumesc

No 0.91 1.55
Yes 0.08 7.57

Gender
Female 0.69 0.25
Male 1.76 5.99

Smoker
Never-smoker 1.03 1.87
Ever-smoker 1.24 3.55

a Occupational dirtiness score ranges from 0 (very clean) to 6 (very dirty) 
(SEs were less than 0.01).

b Based on tertiles of the distribution of sulfate across the 151 cities in the 
sulfate cohort.

c Self-reported in response to checklist of six occupational dusts and 
fumes.



167

D Krewski et al

Table 24. Relative Risks of Mortality Associated with an Increase in Fine Particles Using the Original and Extended 
Models and Adjusting for Alternative Indices of Occupational Exposure in the Reanalysis of the ACS Studya

Model All Causes
Cardiopulmonary 

Disease Lung Cancer

Originalb 1.19 (1.10–1.27) 1.30 (1.18–1.45) 1.03 (0.81–1.31)

Original + dirtiness Ac (+ lung carcinogensd) 1.18 (1.10–1.27) 1.30 (1.17–1.44) 1.03 (0.81–1.31)

Originale 1.16 (1.08–1.26) 1.29 (1.15–1.44) 1.02 (0.79–1.32)

Original + dirtiness Bf (+ lung carcinogens) 1.16 (1.08–1.26) 1.29 (1.15–1.44) 1.02 (0.79–1.32)

Extendedg 1.18 (1.09–1.26) 1.30 (1.17–1.44) 1.00 (0.79–1.28)

Extendedg + dirtiness A (+ lung carcinogens) 1.17 (1.09–1.26) 1.29 (1.16–1.43) 1.00 (0.79–1.28)

Extendede 1.15 (1.07–1.24) 1.28 (1.15–1.43) 0.99 (0.77–1.28)

Extendede + dirtiness B (+ lung carcinogens) 1.15 (1.07–1.24) 1.28 (1.14–1.43) 0.99 (0.77–1.28)

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the ACS Study, this difference for fine particles was 24.5 �g/m3, and for sulfate was 19.9 �g/m3. Data are RRs with 95% CIs.

b The Original Model included indicators of current and former smoking, a two-level indicator of education, occupational exposure to dust or fumes, body 
mass index, and an indicator of alcohol consumption; baseline hazard function was stratified by 5-year age groups. See Table 19 for a complete list of 
covariates included in the Original Model. This analysis used a cohort of 298,817 subjects. For consistancy with our Extended Model, occupational 
analyses using the Original Model are based on 1-year age stratificaton, rather than the 5-year age stratification used by the Original Investigators.

c Dirtiness A is a categorical dirtiness variable.
d A binary variable for occupations with exposure to lung carcinogens; used only in the analyses for lung cancer.
e This analysis used only the 274,022 observations for which occupational codes were available.
f Dirtiness B is a continuous dirtiness variable. 
g The Extended Model included the Original Model covariates plus other indicators of smoking status, a different two-level indicator of education, marital 

status, other indicators of alcohol consumption, and interactions between gender and various other covariates; baseline hazard function was stratified by 
1-year age groups. See Table 19 for a complete list of covariates included in the Extended Model. This analysis used a cohort of 298,817 subjects.

Table 25. Relative Risks of Mortality Associated with an Increase in Sulfate Using the Original and Extended Models and 
Adjusting for Alternative Indices of Occupational Exposure in the Reanalysis of the ACS Studya

Model All Causes
Cardiopulmonary 

Disease Lung Cancer

Originalb 1.17 (1.10–1.23) 1.27 (1.17–1.38) 1.36 (1.13–1.65)

Original + dirtiness Ac (+ lung carcinogensd) 1.16 (1.10–1.23) 1.26 (1.17–1.40) 1.36 (1.12–1.64)

Originale 1.14 (1.08–1.21) 1.25 (1.15–1.36) 1.34 (1.09–1.64)

Original + dirtiness Bf (+ lung carcinogens) 1.14 (1.07–1.21) 1.25 (1.15–1.36) 1.34 (1.09–1.64)

Extendedg 1.15 (1.09–1.21) 1.25 (1.16–1.36) 1.33 (1.10–1.61)

Extendedg + dirtiness A (+ lung carcinogens) 1.14 (1.08–1.21) 1.25 (1.15–1.35) 1.32 (1.09–1.60)

Extendede 1.12 (1.06–1.19) 1.24 (1.13–1.35) 1.31 (1.07–1.60)

Extendede + dirtiness B (+ lung carcinogens) 1.12 (1.06–1.19) 1.23 (1.13–1.34) 1.31 (1.07–1.61)

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the ACS Study, this difference for fine particles was 24.5 �g/m3, and for sulfate was 19.9 �g/m3. Data are RRs with 95% CIs.

b The Original Model included indicators of current and former smoking, a two-level indicator of education, occupational exposure to dust or fumes, body 
mass index, and an indicator of alcohol consumption; baseline hazard function was stratified by 1-year age groups. See Table 19 for a complete list of 
covariates included in the Original Model. This analysis used a cohort of 559,049 subjects. 

c Dirtiness A is a categorical dirtiness variable. 
d A binary variable for occupations with exposure to lung carcinogens; used only in the analyses for lung cancer. 
e This analysis used only the 511,031 observations for which occupational codes were available. 
f Dirtiness B is a continuous dirtiness variable. 
g The Extended Model included the Original Model covariates plus other indicators of smoking status, a different two-level indicator of education, marital 

status, other indicators of alcohol consumption, and interactions between gender and various other covariates; baseline hazard function was stratified by 
1-year age groups. See Table 19 for a complete list of covariates included in the Extended Model. This analysis used a cohort of 559,049 subjects.
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Table 26. Relative Risks of Mortality from All Causes, Cardiopulmonary Disease, and Lung Cancer Associated with an 
Increase in Fine Particles or Sulfate in Various Subsets of the Population Using the Original Model + Dirtiness + Lung 
Carcinogens in the Reanalysis of the ACS Studya

Model All Causes Cardiopulmonary Disease Lung Cancer

Fine Particles
All subjects 1.16 (1.08–1.26) 1.29 (1.15–1.44) 1.02 (0.79–1.32)

Females 1.14 (1.02–1.29) 1.40 (1.17–1.67) 0.83 (0.53–1.28)
Males 1.18 (1.06–1.30) 1.22 (1.06–1.40) 1.14 (0.83–1.56)

Never-smokers 1.23 (1.08–1.40) 1.36 (1.13–1.64) 0.75 (0.29–1.90)
Females 1.21 (1.03–1.42) 1.44 (1.14–1.83) 0.74 (0.25–2.21)
Males 1.29 (1.02–1.62) 1.21 (0.88–1.65) 0.85 (0.14–5.10)

Ever-smokers 1.13 (1.03–1.24) 1.24 (1.08–1.42) 1.03 (0.79–1.35)
Females 1.07 (0.90–1.28) 1.33 (1.01–1.76) 0.83 (0.51–1.33)
Males 1.15 (1.03–1.29) 1.21 (1.04–1.42) 1.14 (0.83–1.58)

Sulfate
All subjects 1.14 (1.07–1.21) 1.25 (1.15–1.36) 1.34 (1.09–1.64)

Females 1.18 (1.07–1.29) 1.36 (1.18–1.56) 1.23 (0.86–1.75)
Males 1.11 (1.03–1.20) 1.19 (1.06–1.32) 1.39 (1.09–1.79)

Never-smokers 1.19 (1.08–1.31) 1.33 (1.15–1.53) 2.08 (1.03–4.23)
Females 1.20 (1.06–1.35) 1.34 (1.12–1.60) 2.15 (0.92–5.03)
Males 1.17 (0.99–1.39) 1.29 (1.03–1.62) 2.03 (0.56–7.33)

Ever-smokers 1.12 (1.04–1.21) 1.21 (1.09–1.35) 1.28 (1.04–1.58)
Females 1.15 (1.00–1.32) 1.38 (1.11–1.72) 1.08 (0.74–1.59)
Males 1.11 (1.01–1.21) 1.16 (1.03–1.31) 1.38 (1.07–1.78)

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the ACS Study, this difference for fine particles was 24.5 �g/m3, and for sulfate was 19.9 �g/m3. The Original Model included the 
following covariates: PM2.5, indicators of current- and former-smokers, current-smoker pack-years, former-smoker pack-years, a two-level indicator of 
education level, occupational exposure to dust or fumes, and body mass index; baseline hazard function was stratified by 1-year age groups. See Table 19 
for a complete list of covariates included in the Original Model. “Dirtiness” is a continuous occupational variable; “lung carcinogens” is a binary variable 
for occupations with exposure to lung carcinogens and was used only in the analyses for lung cancer. Data are RRs with 95% CIs.

Table 27.  Relative Risks of Mortality from All Causes and Cardiopulmonary Disease Associated with an Increase in Fine 
Particles or Sulfate Using the Original Model Stratified by Occupational Dirtiness in the Reanalysis of the ACS Studya

Fine Particles Sulfate

Dirtiness All Causes Cardiopulmonary Disease All Causes Cardiopulmonary Disease

Low 1.13 (1.02–1.25) 1.28 (1.10–1.48) 1.12 (1.03–1.21) 1.25 (1.11–1.40)
Medium 1.10 (0.96–1.27) 1.13 (0.92–1.40) 1.10 (0.98–1.22) 1.12 (0.95–1.31)
High 1.39 (1.16–1.67) 1.52 (1.18–1.96) 1.30 (1.14–1.49) 1.46 (1.21–1.76)

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the ACS Study, this difference for fine particles was 24.5 �g/m3, and for sulfate was 19.9 �g/m3. Analyses based on the Original 
Model; baseline hazard function was stratified by 1-year age groups. See Table 19 for a complete list of covariates incorporated into the Original Model. For 
occupational dirtiness, low = 0, medium = 1–3, and high = 4–6. Data are RRs with 95% CIs.
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ALTERNATIVE AIR QUALITY DATA

The Original Investigators’ Approach

A database had been developed by the Original Investi-
gators on sulfate particle concentrations [SO4

2�(OI)] from
high-volume samplers for total suspended particles,
starting with sulfate data for 98 cities assembled by
Özkaynak and Thurston (1987), who had previously devel-
oped city-specific ambient sulfate levels using monitoring
data from the National Aerometric Database (NAD). Spe-
cifically, annual average sulfate concentrations had been
calculated by Özkaynak and Thurston for 1980 using mon-
itoring stations that met selection criteria established by
the US EPA. This database then was augmented by the
addition of average annual sulfate concentrations for 27
cities not meeting EPA’s criteria for annual coverage,
bringing the total number of cities to 127.

In order to further increase the number of cities avail-
able for analyses, sulfate data obtained from the Inhalable
Particle Monitoring Network (IPMN) had also been
included by the Original Investigators. Sulfate data from
the IPMN were used for an additional 29 cities. Sites were
required to have reported at least ten samples in each
quarter of the year, and the annual mean had been com-
puted as the mean of the four quarterly means. Sulfate
means thus were available for a total of 154 metropolitan
statistical areas (MSAs). Of these, three MSAs were not
represented in the ACS cohort, which left 151 cities for
analysis by the Original Investigators.

Data on fine particles from the IPMN had been obtained
by the Original Investigators for 50 cities as reported in
Lipfert and colleagues (1988). Because only median values

by city were displayed in this report, median rather than
mean values were used to characterize annual fine particle
concentrations in the analysis conducted by the Original
Investigators.

The Reanalysis Team’s Approach

In order to evaluate the sensitivity of the original find-
ings to the indicators of exposure to fine particle air pollu-
tion used by the Original Investigators, the Reanalysis
Team constructed a number of alternative indicators of
ambient particle levels using data from the US EPA’s Aero-
metric Information Retrieval System (AIRS). We also
obtained 1980 to 1989 daily 24-hour cumulative concen-
trations of TSP, and sulfate from TSP, for all monitoring
stations in as many of the cities used in the original ACS
analysis as possible. This latter information was extracted
from the AIRS database by the Center for Air Pollution
Impact and Trend Analysis (CAPITA) at Washington Uni-
versity in St Louis.

Sulfate data derived from TSP were available from AIRS
for 132 cities in 1980, 124 in 1981, and no more than
60 cities in 1982 to 1989. Because of the marked reduction
in sulfate monitoring in the latter period, we restricted our
attention to the two years 1980 and 1981 for which data
were available for at least 124 cities. In addition to ambient
sulfate concentrations, we also retrieved supplementary
data on land use surrounding the monitor (mobile, com-
mercial, residential, agricultural, or industrial). In further
sensitivity analyses, we restricted our attention to sulfate
data for which there were at least 20 observations per year
among all monitoring stations within a given city. Imposi-
tion of this selection criterion resulted in 107 eligible cities

Table 28. Relative Risks of Mortality from All Causes Associated with an Increase in Fine Particles or Sulfate Using the 
Original Modela Stratified by Occupational Dirtiness and Educational Level in the Reanalysis of the ACS Studyb

Dirtiness Less Than High School High School More Than High School

Fine Particles
Low 1.26 (1.01–1.57) 1.13 (0.94–1.36) 1.08 (0.93–1.25)
Medium 1.48 (1.03–2.13) 1.12 (0.81–1.54) 1.02 (0.85–1.23)
High 1.46 (1.09–1.95) 1.42 (1.03–1.95) 1.41 (0.98–2.03)

Sulfate
Low 1.41 (1.18–1.67) 1.09 (0.95–1.26) 1.01 (0.89–1.14)
Medium 1.11 (0.85–1.46) 1.16 (0.91–1.48) 1.07 (0.93–1.23)
High 1.20 (0.97–1.48) 1.50 (1.19–1.90) 1.32 (1.00–1.74)

a Analyses based on the Original Model without the two-level indicator of education; baseline hazard function was stratified by 1-year age groups. See Table 
19 for a complete list of covariates incorporated into the Original Model.

b Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city 
and the least-polluted city; in the ACS Study, this difference for fine particles was 24.5 �g/m3, and for sulfate was 19.9 �g/m3. For occupational dirtiness, 
low = 0, medium = 1–3, and high = 4–6. Data are RRs with 95% CIs.
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for 1980, and 111 cities for 1981. There were a total of
126 cities for which sulfate concentrations were available
for either 1980 or 1981. There were a total of 156 cities for
which TSP data were available for either 1980 or 1981.

The high-volume samplers employed in the National
Aerometric Database used glass-fiber filters, which were
subject to artifacts because sulfur dioxide was present in
the atmosphere. The sulfate measurements obtained from
the IPMN were not subject to such artifacts because Teflon
filters were used. In 41 cities both monitoring systems
were employed. We adjusted the sulfate values obtained
using glass-fiber filters to those obtained using Teflon
filters by applying a linear regression equation in which
city-specific averages were compared. We present details
of the methods used and equations formed in Appendix D
(which is available on request from the Health Effects
Institute). We also developed separate calibration equa-
tions for three regions of the United States (West; Ohio
Valley and Northeast; and East) and two seasons (April to
September and October to March), because both sulfate
and sulfur dioxide levels vary by region and season. We
then augmented the city-specific average adjusted sulfate
values, for those cities without sulfate observations from
AIRS, by average sulfate values from the IPMN. This
resulted in estimates for 144 of the 151 cities that had been
examined by the Original Investigators. We were unable to
find sulfate data for seven cities in either the AIRS or
IPMN databases.

Recognizing that artifactual sulfate is associated with
the use of glass-fiber filters in air quality samplers, the
Reanalysis Team conducted an analysis of the association
between mortality and ambient sulfate after correcting for
the artifactual sulfate using a calibration equation we
developed empirically. To compare our results with those
obtained by the Original Investigators, however, we con-
ducted other sensitivity analyses using the uncorrected
sulfate data. (The results presented below permit one to
assess the impact of the artifactual sulfate on the sulfate-
mortality associations.)

The Reanalysis Team also obtained data from the IPMN
directly from the EPA (this network is maintained by EPA
for research rather than monitoring purposes). For the data
pertinent to the ACS Study, the network consisted of
dichotomous (DC) samplers with 15-�m and 2.5-�m cut-
points that measured PM15(DC) (the mean inhalable frac-
tion from dichotomous samplers), PM15�2.5(DC) (mean
coarse fraction from dichotomous samplers), and
PM2.5(DC) (mean fine fraction from dichotomous sam-
plers). The IPMN also maintained high-volume samplers
measuring mass, or total suspended particles [TSP(IPMN)],
in addition to high-volume samplers using size-selective

inlet (SSI) technology to record PM15(SSI). Each method
and instrument that measured mass also recorded data on
sulfate concentrations.

Table 29 presents the definitions of pollutant variables
and the sources of pollutant data. The city-specific mean
or median levels of each of the indices of fine particle air
pollution developed by the Reanalysis Team are presented
in Appendix D. These values formed the basis for the fol-
lowing sensitivity analyses.

Risk Estimates Based on Alternative Air Quality Data

The means or medians of various indices of air pollution
are summarized in Table 30. The median fine particle con-
centrations that had been used by the Original Investiga-
tors are denoted by PM2.5(OI MD). These values are in
good agreement with PM2.5(DC MD), the median fine par-
ticle concentrations based on data from the dichotomous
samplers, used by the Reanalysis Team, and are slightly
less than the mean values PM2.5(DC) used by the Team.
Note that the sulfate levels SO4

2�(OI) that had been used
by the Original Investigators on the basis of 1980 moni-
toring data are comparable to the unadjusted sulfate data
for the years 1980–1981 inclusive [SO4

2�
(cb-unadj)] used by

the Reanalysis Team. Adjustment by region and season for
the artifactual sulfate resulted in notably reduced mean
sulfate levels for SO4

2�
(cb-adj US), SO4

2�
(cb-adj region), and

SO4
2�

(cb-adj season).

Figure 8 shows a comparison of the city-specific median
concentrations of fine particles used by the Original Inves-
tigators and by the Reanalysis Team. With the exception of
results for Denver CO, these two datasets had very good
agreement. We calculated a median value of 7.20 �g/m3 for
fine particles in Denver, whereas the Original Investigators
had used a median value of 16.09 �g/m3. The IPMN data-
base used by the Reanalysis Team included two stations
operating in Denver from July 1980 to June 1983, which
yielded median values of 5.67 �g/m3 and 15.39 �g/m3,
respectively. A third station, which operated from July
1980 to March 1983, recorded a median value of 8.75 �g/
m3. A fourth station operated as a duplicate colocated sta-
tion from July 1981 to June 1982, yielding a median value
of 9.31 �g/m3. In the absence of more detailed information
on the source of the values reported by Lipfert and col-
leagues (1988), it is not possible to resolve this discrep-
ancy between the values that had been used by the
Original Investigators and those calculated by the Reanal-
ysis Team.

We evaluated the influence of this discrepancy on the
association between mortality and fine particle air pollu-
tion by removing the data for Denver from the analysis. We
determined that Denver had not been an influential
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observation in the dataset used by the Original Investiga-
tors, as neither the distribution of the fine particle data
(Table 30) nor the relative risks of mortality (Table 31)
varied appreciably with the inclusion or exclusion of the
Denver data. However, when we used our fine particle data
(eg, 1.14 with Denver and 1.17 without Denver for all-
cause mortality) the relative risks for mortality were
slightly reduced.

For IPMN data, PM2.5(DC) was correlated weakly with
PM15�2.5(DC) (r = 0.11), but associated more strongly with
PM15(DC) (r = 0.65). Sulfate, however, was associated pos-
itively with fine particles (r = 0.53). Sulfate values that had
been developed by the Original Investigators were corre-
lated highly with those developed by the Reanalysis Team
(r = 0.92) for the 144 cities with values in common
(Figure 9). The distributions of the two measures of sul-
fate, SO4

2�(OI) and SO4
2�

(cb-unadj), also were similar (see
Table 30).

Table 29. Summary of Pollutant Variables and the Sources of Data Used in the Reanalysis of the ACS Study

Pollutant Definition Source of Data

Number of 
Cities in 

Original ACS 
Dataseta

Number of 
Cities in 

Alternative 
 Dataset Used by

PM2.5(DC) Mean fine particle fraction Dichotomous samplers; based 
on IPMN 1979–1983

63 Reanalysis Team

PM2.5(DC MD) Median fine particle mass 
concentration

Dichotomous samplers; based 
on IPMN 1979–1983

50 Reanalysis Team

PM2.5(OI MD) Median fine particle mass 
concentration

Based on IPMN 1979–1983 50 Original 
Investigators

PM15�2.5(DC) Mean coarse particle fraction 
(15-�m particles minus 2.5-
�m particles)

Dichotomous samplers; based 
on IPMN 1979–1983

63 Reanalysis Team

PM15(DC) Mean inhalable particle 
fraction 

Dichotomous samplers; based 
on IPMN 1979–1983

63 Reanalysis Team

PM15(SSI) Mean inhalable particle 
fraction 

High-volume SSI samplers; 
based on IPMN 1979–1983.

59 Reanalysis Team

SO4
2�(OI) Sulfate data Based on NAD 1980–1981 151 Original 

Investigators

SO4
2�(DC) Sulfate data from PM15(DC) Based on IPMN 1979–1983 51 Reanalysis Team

SO4
2�

(cb-unadj) Sulfate data for 1980–1981 
inclusive, unadjusted for 
artifactual sulfate

Based on IPMN and NAD 
1980–1981

144 Reanalysis Team

SO4
2�

(cb-adj season) Sulfate data for 1980–1981 
inclusive, with season-
specific adjustment for 
artifactual sulfate

Based on IPMN and NAD 
1980–1981

144 Reanalysis Team

SO4
2�

(cb-adj region) Sulfate data for 1980–1981 
inclusive, with region-
specific adjustment for 
artifactual sulfate

Based on IPMN and NAD 
1980–1981

144 Reanalysis Team

SO4
2�

(cb-adj US) Sulfate data for 1980–1981 
inclusive, with US-specific 
adjustment for artifactual 
sulfate

Based on IPMN and NAD 
1980–1981

144 Reanalysis Team

TSP Total suspended particles High-volume samplers; based 
on NAD 1980–1981

156 Reanalysis Team

TSP(IPMN) Mean total suspended particle 
mass concentrations

High-volume samplers 
measuring mass TSP; based 
on IPMN 1979–1983

58 Reanalysis Team

a Of the 50 cities for which fine particle data were available, only 3 did not also have sulfate data available; therefore, a total of 154 cities contributed air 
quality data for the ACS Study.
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Table 30. Distribution of the Indices of Particulate Air Pollution (in �g/m3) in the Reanalysis of the ACS Study 

Pollutanta Mean SD

Percentiles

0 5 25 50 75 95 100

PM2.5(OI MD) 17.5 5.1 9 10 13 17 21 25 33
PM2.5(OI MD) with
Denver omitted

17.5 5.1 9 10 13 17 21 25 33

PM2.5(DC MD) 17.4 5.3 8 9 13 17 21 25 33
PM2.5(DC MD) with
Denver omitted

17.6 5.2 9 10 13 17 21 25 33

PM2.5(DC) 20.0 5.3 10 12 16 2 23 29 38
PM15(DC) 40.0 9.3 25 29 33 39 4 59 77
PM15�2.5(DC) 20.1 7.1 9 11 15 19 23 33 42
PM15(SSI) 58.7 13.0 34 40 51 56 66 84 101

TSP(IPMN) 74.6 16.6 42 50 65 71 85 108 113
TSP 66.4 15.3 40 49 56 64 72 101 127

SO4
2�(DC) 6.7 4.4 0.9 1.9 3.4 6.3 8.9 12.9 27.0

SO4
2�(OI) 10.6 3.6 3.6 4.5 8.1 11.0 13.1 15.7 23.5

SO4
2�

(cb-unadj) 10.5 3.4 3.0 4.7 8.0 12.7 12.6 15.7 19.4

SO4
2�

(cb-adj US) 6.7 3.2 0.0 1.4 4.3 7.0 8.8 11.6 15.0
SO4

2�
(cb-adj region) 5.9 3.4 0.0 1.0 2.8 6.1 8.1 11.1 17.0

SO4
2�

(cb-adj season) 6.6 3.1 0.3 1.7 4.2 6.9 8.6 11.7 15.6

a Refer to the Abbreviations and Other Terms section at the end of the Investigators’ Report for the specific meanings of these pollutant terms and to       
Table 29 for the sources of pollutant data. All values are means unless indicated by MD (median).

Figure 8. Comparison of fine particle median values between the Original
Investigators of the ACS Study and the Reanalysis Team.  Reanalysis Team
values were based on data from the IPMN.

Figure 9. Comparison of mean sulfate values between the Original Inves-
tigators of the ACS Study and the Reanalysis Team.   Reanalysis Team
values were based on 1980 and 1981 data from AIRS and the IPMN.
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For lung cancer mortality, relative risks for fine particles
varied around 1.0 with almost all 95% confidence inter-
vals including unity, meaning they were not significant. By
comparison, the relative risks for all measures of sulfate
were high (from 1.16 to 1.33; except for SO4

2�(DC), which
was 1.09), and two of them were statistically significant
[SO4

2�(OI) and SO4
2�

(cb-adj region)]. The relative risks of all-
cause mortality associated with TSP, TSP(IPMN),
PM15(DC), PM15�2.5(DC), and PM15(SSI) were less (in the
range 0.99 to 1.05) than those for fine particles and sulfate
(ranging from 1.12 to 1.23). We observed a similar pattern
for cardiopulmonary deaths.

The relative risks of all-cause and cardiopulmonary
mortality associated with our estimates of sulfate values
for the 144 cities were similar to those that had been
obtained by the Original Investigators using their estimates
for 151 cities. When we used sulfate values adjusted for

the artifactual sulfate with one equation for the entire
United States [SO4

2�
(cb-adj US)], we obtained slightly higher

relative risks of mortality from all causes and cardiopul-
monary disease than we did when we used the unadjusted
sulfate concentrations. We calculated these relative risks
for a change in sulfate equal to the difference in mean con-
centrations between the most-polluted city and the least-
polluted city; for the unadjusted sulfate data, this value
was 19.9 �g/m3; for the adjusted sulfate data, this value
was 15.0 �g/m3. Evaluating the relative risks on the basis
of adjusted sulfate values at their corresponding range
reduced the size of the effect to that of the unadjusted
values. This is not unexpected, as the adjustment is based
on a linear equation. The correlation between the adjusted
and unadjusted sulfate values was 0.92. The lung cancer
risk, however, was much lower (RR = 1.18, 95% CI: 0.96–
1.47) if the adjusted sulfate values were employed. This
value is somewhat similar to that obtained using sulfate

Table 31. Relative Risks of Mortality from All Causes, Cardiopulmonary Disease, and Lung Cancer Associated with 
Various Measures of Air Pollution from the Reanalysis of the ACS Studya

 Cause of Death

Pollutantb Number of Cities  All Causes Cardiopulmonary Disease  Lung Cancer

PM2.5(OI MD) 50 1.18 (1.09–1.26) 1.30 (1.17–1.44) 1.00 (0.79–1.28)
PM2.5(OI MD) 49 1.18 (1.10–1.27) 1.30 (1.17–1.44) 0.99 (0.78–1.26)
  Denver Omitted

PM2.5(DC MD)  50 1.14 (1.06–1.22) 1.26 (1.14–1.39) 1.08 (0.88–1.32)
PM2.5(DC MD)  49 1.17 (1.09–1.26) 1.28 (1.15–1.42) 1.02 (0.81–1.30)
  Denver Omitted

PM2.5(DC)  63 1.12 (1.06–1.19) 1.26 (1.16–1.38) 1.08 (0.88–1.32)
PM15(DC)  63 1.05 (1.01–1.09) 1.09 (1.04–1.15) 1.01 (0.90–1.13)
PM15�2.5(DC)  63 1.01 (0.97–1.06) 1.01 (0.95–1.08) 0.97 (0.83–1.13)
PM15(SSI)  59 1.02 (0.99–1.05) 1.07 (1.03–1.11) 0.98 (0.89–1.08)

TSP(IPMN)  58 1.00 (0.98–1.02) 1.02 (0.99–1.05) 0.95 (0.89–1.02)
TSP  156 0.99 (0.98–1.00) 0.99 (0.97–1.01) 0.94 (0.90–0.99)

SO4
2�(DC)  51 1.17 (1.10–1.23) 1.29 (1.19–1.40) 1.09 (0.90–1.33)

SO4
2�(OI)  151 1.15 (1.09–1.21) 1.25 (1.16–1.36) 1.33 (1.10–1.61)

SO4
2�

(cb-unadj)  144 1.14 (1.07–1.20) 1.24 (1.15–1.35) 1.18 (0.97–1.44)

SO4
2�

 (cb-adj US)  144 1.18 (1.11–1.26) 1.31 (1.19–1.43) 1.18 (0.96–1.47) 
SO4

2�
 (cb-adj region) 144 1.23 (1.16–1.30) 1.34 (1.23–1.45) 1.25 (1.03–1.52)

SO4
2� (cb-adj season) 144 1.17 (1.09–1.25) 1.29 (1.17–1.42) 1.16 (0.93–1.44)

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the ACS Study, this difference for fine particles was 24.5 �g/m3, and for sulfate was 19.9 �g/m3. Analyses are based on the 
Extended Model with calendar year as the time axis and the baseline hazard function stratified by 1-year age groups, gender, and race. See Table 19 for a 
complete list of covariates included in the Extended Model. Data are RRs with 95% CIs.

b Refer to the Abbreviations and Other Terms section at the end of the Investigators’ Report for the specific meanings of these pollutant terms and to Table 29 
for the sources of pollutant data.  All values are means unless indicated by MD (median).
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values from the IPMN on 51 cities (RR = 1.09, 95% CI:
0.90–1.33). Thus the association between sulfate and lung
cancer mortality is sensitive to the air pollution data used. 

When we evaluated the relative risks of mortality on the
basis of adjusted sulfate values for three regions of the
United States, or two seasons, the risks were larger than
those that were based on a single adjustment for the entire
United States. These risks remained higher even if they
were evaluated at the respective ranges.

Because several of the cities involved in the ACS Study
had limited sulfate data, resulting in potentially unstable
estimates of annual averages, we restricted our analysis to
those cities with at least 20 observations for sulfate from
AIRS. The relative risk of all-cause mortality on the basis
of this restricted sample, which included 126 cities, was
1.26 (95% CI: 1.18–1.34). The relative risk that had been
calculated from the Original Investigators’ sulfate mea-
surements for these same 126 cities was 1.21 (95% CI:
1.14–1.29). These results suggest that there was some
instability in risk estimates resulting from city selection
(the Original Investigators’ risk estimate calculated from
measurements in 151 cities was 1.15), but not from the
selection of number of observations per city.

We also examined the influence of monitor location on
the association between sulfate and mortality by restricting
the monitors selected for data analysis to those whose land
use code was residential or urban, thereby excluding sites
designated as industrial, agricultural, or mobile. This
restriction on land use reduced the number of cities avail-
able for analysis from 126 to 120 (on the basis of our selec-
tion criterion that required at least 20 observations per
year). This resulted in only a marginal change in the relative
risk of all-cause mortality (RR = 1.24, 95% CI: 1.16–1.32)

compared with relative risk calculated using data from the
unrestricted 126 cities (RR = 1.26, 95% CI: 1.18–1.34).

Seasonal Effects

The additional air pollution data assembled by the
Reanalysis Team permitted an assessment of differences in
risk by season. Specifically, we examined the association
between the gaseous pollutants (CO, NO2, O3, and SO2)
and all-cause, cardiopulmonary, and lung cancer deaths
for exposures occurring in two periods of the year: the
warmer period of April to September and the cooler period
of October to March. We found that sulfur dioxide,
nitrogen dioxide, and carbon monoxide concentrations
tended to be higher in the cooler time period, whereas
ozone levels clearly were elevated during the warmer
months (Table 32). For all causes and cardiopulmonary
causes of death, the relative risks for each of the four gases
examined tended to be higher in the warmer period than in
the cooler period. Table 32 shows that the pattern was not
as consistent, however, for lung cancer mortality.

FLEXIBLE MODELING

We analyzed the ACS Study data by applying the same
flexible spline regression model we used to describe the
Six Cities Study data in that Flexible Modeling section.
(Further details of this analysis are given in Appendix C.)
We used this generalization of the Cox proportional-
hazards model to investigate possible nonlinear or time-
dependent effects of fine particles and sulfate in the ACS
Study. With two exceptions, we used methods similar to
those used in the flexible analyses of the Six Cities Study.

First, in our analysis of the Six Cities Study, we had diffi-
culty fully characterizing the shape of the exposure–response

Table 32. Relative Risks of Mortality from All Causes, Cardiopulmonary Disease, and Lung Cancer Associated with 
Gaseous Copollutants by Season from the Reanalysis of the ACS Studya

Cause of Death

Pollutant Season
Seasonal Mean 
Concentration  All Causes Cardiopulmonary Disease Lung Cancer

SO2 (ppb) April–September 7.18 1.35 (1.25–1.45) 1.48 (1.33–1.64) 1.40 (1.10–1.79) 
October–March 11.24 1.23 (1.17–1.29) 1.29 (1.20–1.38) 1.00 (0.85–1.18)

NO2 (ppb) April–September 23.65 0.96 (0.91–1.02) 0.96 (0.88–1.04) 0.79 (0.65–0.96) 
October–March  27.20 0.93 (0.89–0.97) 0.94 (0.88–0.99) 1.01 (0.87–1.16)

CO (ppm) April–September 1.33 1.02 (0.96–1.08) 1.00 (0.92–1.09) 0.80 (0.65–0.99) 
October–March 1.73 0.95 (0.90–1.00) 0.90 (0.84–0.97) 0.86 (0.72–1.01)

O3 (ppb) April–September 30.44 1.02 (0.96–1.07) 1.08 (1.01–1.16) 0.81 (0.69–0.94) 
October–March 15.07 0.81 (0.76–0.87) 0.82 (0.74–0.91) 0.78 (0.61–0.99)

a Analyses based on the Extended Model; see Table 19 for a complete list of covariates included in the Extended Model. Data are RRs with 95% CIs.
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curve because observations were available for only six
cities. In contrast, the ACS Study included 50 cities in the
fine particle cohort and 151 cities in the sulfate cohort,
thereby affording a greater opportunity to explore the
shape of the exposure–response relation between fine par-
ticles and mortality.

The second difference involves the sampling strategy by
which we selected random subsets from the ACS cohort,
which is much larger than the Six Cities cohort. To con-
form to the limitations of our flexible modeling software
with respect to sample size, we fit the flexible product
model to 10 randomly selected disjoint subsets of the ACS
Study participants, each including 2,200 individuals.
Thus a total of 22,000 individuals, including 1,700 who
had died, formed the basis for hypothesis testing using the
combined likelihood ratio test discussed in Appendix C.
After we accounted for the differences in degrees of
freedom, we achieved a level of statistical precision with
this combined sample that was comparable to that in the
Six Cities Study.

Similar considerations led us to modify our case-cohort
approach in order to obtain more stable estimates of the flex-
ible functions of interest. We conducted our modified case-
cohort analysis on data from a subset of 2,500 individuals
that was created by combining a random subcohort of 1,200
study participants with a random sample of 1,300 deaths.

In our analyses of the 10 random subsets of the ACS
cohort, we did not identify a consistent pattern in changes
over time on the impact of either fine particles or sulfate
on mortality. Whereas the combined likelihood ratio test
provided evidence of statistically significant (P < 0.05)
departures from the Cox proportional-hazards assumption
for both fine particles and sulfate, temporal patterns in the
hazard ratio varied considerably among subsets, with no
pattern being more frequent than any other. The modified
case-cohort analyses confirmed the lack of systematic tem-
poral patterns for either fine particles or sulfate; those
analyses indicated that the adjusted effects of particles
remained nearly constant during the follow-up period (see
Figures C.9 and C.13 in Appendix C).

Flexible analyses of the ACS data yielded evidence of
nonlinear exposure–response relations (P < 0.01) for both
fine particles and sulfate. Whereas some differences in
subset-specific estimates of the exposure–response rela-
tion were apparent, we found evidence of nonlinearity for
both fine particles and sulfate. This was confirmed by the
case-cohort analysis, which allowed us to estimate the two
exposure–response curves more precisely. Figure 10
shows the 3 df quadratic spline estimate of the nonlinear
effect of fine particles on log–hazard ratio for all-cause
mortality, adjusted for pack-years of cigarette smoking for

current- and former-smokers, BMI, and education. This
analysis suggests that a monotone exposure–response rela-
tion may be limited to the lower half of the range of par-
ticle exposures, with little difference in response between
moderate and high levels of exposure.

Figure 11 shows the case-cohort estimate of the adjusted
effect of sulfate on the log hazard in the ACS Study. The

Figure 10. Impact of cumulative exposure to fine particles in the ACS
Study. Flexible quadratic spline estimate (3 df) of the nonlinear effect of
increasing the exposure to fine particles on the log–hazard ratio of mor-
tality in a case-cohort subset of the ACS Study, adjusted for BMI, education
level, and pack-years of smoking for current- and former-smokers. The log–
hazard ratio was associated with a change in fine particles (24.5 �g/m3)
equal to the difference in mean concentrations between the most-polluted
city and the least-polluted city.  Along the horizontal axis, the solid curve
represents the point estimate of the log–hazard ratio and the dashed curves
the point-wise 95% confidence interval. The left and right dashed vertical
lines indicate the first and third quartiles of fine particles in the sample of
2,500 individuals included in the ACS Study.

Figure 11. Impact of cumulative exposure to sulfate in the ACS Study.
Flexible quadratic spline estimate (3 df) of the nonlinear effect of
increasing the level of exposure to sulfate on the log–hazard of mortality in
a case-cohort subset of the ACS Study. The log–hazard ratio was associated
with a change in sulfate (19.9 �g/m3) equal to the difference in mean con-
centrations between the most-polluted city and the least-polluted city. The
solid curve represents the point estimate of the log–hazard ratio and the
dashed curves represent the point-wise 95% condidence interval.
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exposure–response curve is nonlinear even though it is
monotone. The curve is quite flat in the lower half of the
range of observed sulfate levels, corresponding to expo-
sures below about 14 �g/m3. At higher exposures, how-
ever, sulfate is associated with a relatively sharp increase
in mortality. This pattern is consistent with that observed
in most of the random subsets (see Figure C.12 in
Appendix C).

Although the curve in Figure 11 depicts only the rela-
tive impact of changes in sulfate on mortality, we can cal-
culate the magnitude of this impact by multiplying the
estimate in Figure 11 by the time-dependent estimate
(refer to Appendix C). When we combine the two esti-
mates, our results show that the impact of sulfate on
mortality is quite modest; the hazard ratio that corre-
sponds to a change from the minimum to the maximum of
the 151 city-specific sulfate levels does not exceed 1.10,
which is comparable to the results that had been obtained
by the Original Investigators in their analysis of the ACS
data. 

Using flexible analyses of the ACS data, we also demon-
strated a nonlinear relation between BMI and mortality.
Figure 12 shows the 3 df estimate of the adjusted effect of
BMI, based on the case-cohort approach. The relation
between BMI and log hazard is U-shaped, as it was in the
analysis of the Six Cities Study data, with risk increasing
at both low and high values of BMI. This suggests that the
association between BMI and mortality may be approxi-
mated well by a quadratic function.

ECOLOGIC COVARIATES

Both the Six Cities Study and the ACS Study had
included a number of covariates in the risk models that
had been developed by the Original Investigators, in addi-
tion to the main covariate of interest, namely, ambient par-
ticle levels. Individual-level data (data supplied by
subjects via questionnaires) were available for each cova-
riate included in the models, except fine particle air pollu-
tion, which was measured at the city level. Because
particle levels were represented at the ecologic rather than
the individual level, it is conceivable that the associations
that had been observed between particles (particularly fine
particles and sulfate) and mortality in these two studies
could have been due at least in part to other city-level
characteristics correlated with both air pollution and mor-
tality. To assess the possibility of such ecologic con-
founding, the Reanalysis Team obtained data on a number
of ecologic covariates not considered by the Original
Investigators, and examined the effect of including these
new city-level covariates on the air pollution–mortality
association. Because the Six Cities Study had involved, at
most, 5 df for incorporating additional ecologic covariates,
we restricted our analysis to the ACS Study, which
involved 151 cities in the sulfate cohort and 50 cities in the
fine particle cohort.

Selection of Ecologic Covariates

The Reanalysis Team applied several criteria in se-
lecting the additional ecologic covariates to be included in
this component of the sensitivity analyses. First, a poten-
tial ecologic covariate had to represent a valid measure of a
well-defined attribute of each city. Second, there had to be
a plausible biological or social mechanism by which a can-
didate ecologic covariate could affect mortality. And third,
we required access to reliable data on those ecologic cova-
riates selected for inclusion in the reanalysis.

There are essentially three related types of ecologic vari-
ables. “Aggregated” ecologic variables are derived by
aggregating characteristics that have been measured at the
individual level to obtain a city-level summary measure.
Such aggregated variables are often used as surrogates for
measures of individual-level variables. In other words,
most aggregated variables are considered to have direct
analogs at the individual level. “Group-level” variables
represent attributes that have individual analogs, but
usually are obtained from measurements at the city level
(eg, maximum daily exposure to ozone). “Global” or
“contextual” variables refer to attributes of cities that do
not have analogs at the individual level (eg, total area of
green space, or population density). Although contextual
variables represent group-level attributes, they may be
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Figure 12. Flexible nonlinear estimate of the effect of BMI in the ACS
Study.  Flexible quadratic spline (3 df) estimate of the nonlinear effect of
increasing body mass index on the log–hazard of mortality in a case-cohort
subset of the ACS Study. The log–hazard ratio is plotted with respect to the
mean BMI as reference value. The solid curve represents the point esti-
mates of the log–hazard ratio and the dashed curves represent the point-
wise 95% confidence interval.
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aggregated from individual data. For example, income dis-
parity as measured by the Gini coefficient, which must be
calculated from individual income data, has no analog at
the individual level (Kaplan et al 1996). Other relevant
contextual variables include city-level unemployment or
poverty, both of which measure constructs other than indi-
vidual employment or poverty status.

Although aggregated ecologic variables are sometimes
used as substitutes for measurements of the same con-
structs at the individual level, the results of such analyses
often do not represent the level of association that would
be measured had individual-level variables been used.
This is referred to as ecologic (or cross-level) bias, and has
been discussed extensively in the literature (eg, Piantadosi
et al 1988; Greenland and Morgenstern 1989; Brenner et al
1992 a,b; Greenland and Robbins 1994).

The ACS Study can be considered a hybrid design, in
that detailed individual information had been collected,
but the primary exposure variables (fine particles and sul-
fate) had been derived from measurements taken at the city
level. Thus, although the study had provided data on the
joint distribution of many covariates across the study pop-
ulation, exposure had been assessed on an ecologic level.
This may not be a serious difficulty, depending on the
extent to which city-level ambient air pollution concentra-
tions, as estimated from regularly collected data at the
beginning of the study period, had represented the relevant
exposure metric for individuals. However, if these expo-
sure metrics also had represented certain characteristics
inherent to the city, and these were correlated with other
city-level characteristics, then it is possible that there could
have been residual confounding (on the ecologic level) by
these other city-level characteristics. Our purpose in this
set of sensitivity analyses was to select plausible ecologic
covariates that we could use to address this last concern.
We thus attempted to identify variables that, rather than
mimicking individual traits, measured essential character-
istics of the cities (ie, contextual variables).

In selecting ecologic covariates for this component of
the sensitivity analyses, the Reanalysis Team drew upon
the literature on the determinants of population health.
Evans and Stoddart (1990) outlined a number of contex-
tual risk factors for health, including the social environ-
ment, the physical environment, and health care. These
three categories guided our search for possible ecologic
confounders (Figure 13). We searched Medline to find evi-
dence of links between mortality and specific contextual
variables within these categories. For those variables for
which the literature indicated a possible health risk, we
sought data that had been collected in the early 1980s on
counties and metropolitan areas from US government

sources. Although data were not available at this level of
geographic resolution for all potential contextual vari-
ables, we did identify a number of relevant ecologic cova-
riates for inclusion in the reanalysis.

A detailed description of the process we used to select
those ecologic covariates included in our sensitivity
analyses of the ACS Study is given in Appendix E (which
is available on request from the Health Effects Institute). In
order to ensure that the ecologic covariate values were
representative of the MSAs included in the ACS Study, we
carefully examined the geographic area spanned by all
158 MSAs that had been considered by the Original Inves-
tigators (details are provided in Appendix F, which is
available on request from the Health Effects Institute). The
city-specific values of the ecologic covariates we selected
are listed in Appendix G (also available on request from
the Health Effects Institute).

As described in Appendix E, we selected 20 ecologic
covariates suitable to include in the reanalysis from a
longer list of 30 potential variables (Table 33). Eight mea-
sures of the social environment were considered: popula-
tion change, percentage of white residents, percentage of
black residents, mean income of residents in 1979, poverty
level in 1979, income disparity as measured by the Gini

Figure 13. Summary of selected ecologic covariates.
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Table 33. A Summary of the Ecologic Covariates and the Sources of Data Used in the Reanalysis of the ACS Study

Ecologic Covariate

Number of Cities

Description of Covariate and Source of DataSulfate
Fine 

Particles

Demographic Factors
Population change 139 48 Percentage of net change in number of residents between 1980 and 1986; US Bureau of the Census, 

1986 Population Estimates by County with Components of Changea

Whites 151 50 Percentage of persons residing in the MSA in 1980 who classified themselves as being of white 
race; US Bureau of the Census, County Population Estimates (experimental) by Age, Sex, and 
Race: 1980–1984a

Blacks 151 50 Percentage of persons residing in the MSA in 1980 who classified themselves as being of black 
race; 1980 Census of Population and Housing (April 1, 1980), STF3 datab

Socioeconomic Factors
Income 151 50 Mean annual per capita income in US dollars for 1979; 1980 Census of Population and Housing 

(April 1, 1980), STF3 datab

Poverty 151 50 Percentage of individuals in 1979 who were classified as living below the poverty level specific to 
their family size, age, and number of dependents; US Bureau of the Census, Current Population 
Reports, Series P-26, Numbers 86-NE-SC, 86-S-SC, 86-ENC-SC, 86-WNC-SC, and 86-W-SC; and 
1980 Census of Population and Housing, STF3 dataa

Income disparity 151 50 Gini coefficient (see Selection of Ecologic Covariates section for description) calculated from 
income group data for 1979 as outlined in Shyrock et al 1976; 1980 Census of Population and 
Housing (April 1, 1980), STF3 datab

Unemployment 151 50 Percentage of total civilian labor force who were unemployed in 1986; US Bureau of Labor Statis-
tics, Employment and Unemployment in States and Local Areas, Annual, 1986a

Education 151 50 Percentage of the number of persons 25 years of age or older who indicated they had completed 4 
years of high school or some years of college divided by the total number of persons 25 years and 
older; 1980 Census of Population and Housing (April 1, 1980), STF3 datab

Health Services 
Physicians 138 48 Number of professionally active, non-Federal physicians with known addresses per 100,000 resi-

dents as of July 1, 1985; American Medical Association’s Physician Characteristics and Distribu-
tion in the US, 1986a

Hospital beds 139 48 Number of hospital beds per 100,000 residents as of July 1, 1985; survey (September 30, 1985) of all 
hospitals (registered and unregistered) excluding old-age homes, convalescent homes, and sanatori-
ums; American Hospital Association’s Hospital Statistics, 1986a

Climate 
Temperature 135 46 Maximum daily temperature (�F) averaged by month for 1980 through 1989; the average of all 

monthly averages was used as the ecologic covariate; data provided directly to us by the US 
National Climatic Data Center of the National Oceanic and Atmospheric Administration (NOAA), 
Asheville NC

Temperature variation 135 46 Variation in maximum daily temperature (�F) averaged by month for 1980 through 1989; the aver-
age of the monthly variation was used as the ecologic covariate; data provided directly to us by 
NOAA

Relative humidity 95 37 Minimum daily relative humidity (%) averaged by month for 1984 through 1989; the mean of all 
monthly averages was used as the ecologic covariate; data provided directly to us by NOAA

Relative humidity 
variation

95 37 Variation in minimum daily relative humidity (%) averaged by month for 1984 through 1989; the 
average of the monthly variation was used as the ecologic covariate; data provided directly to us 
by NOAA

Physical Environment
Altitude 110 38 Measured as meters above sea level; US Places (24000+); from Environmental Systems Research 

Institute (1999)
Water hardness 109 49 Concentration of CaCO3 (ppm) in drinking water, measured ca 1970; National Institutes of Health 

data cited in Feinleib et al 1979

Gaseous Copollutants
CO 107 44 Daily average concentrations averaged by year for 1980; from residential, commercial, or mobile 

monitors 
NO2 74 33 Daily average concentrations averaged by year for 1980; from residential, commercial, or mobile 

monitors 
O3 117 45 Daily 1-hour maximum concentrations
SO2 113 38 Daily average concentrations averaged by year for 1980; from residential, commercial, or mobile 

monitors

a Cited in the County and City Data Book (1988).
b Data from Geolytics Software (1999).
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coefficient, unemployment in 1986, and percentage of res-
idents age 25 or older who had completed high school. We
obtained two measures of the provision of health care ser-
vices: number of physicians per 100,000 residents and
number of hospital beds per 100,000 residents. In terms of
the physical environment, we considered altitude, water
hardness, and climate (average maximum temperature,
average monthly variation in maximum temperature,
average daily relative humidity, and average monthly vari-
ation in daily relative humidity). We used four gaseous
copollutants in these analyses as well: carbon monoxide,
nitrogen dioxide, ozone, and sulfur dioxide.

Unfortunately, we were unable to obtain data on certain
ecologic covariates for some of the cities included in the
ACS Study. In particular, data on relative humidity and the
gaseous copollutants were sparse. For this reason, we
sometimes conducted the sensitivity analyses that used
those ecologic covariates on subsets of the original cohort
of cities. The numbers of cities for which we obtained
values for the selected ecologic covariates in both the sul-
fate and fine particle cohort of the ACS Study are given in
Table 33.

Incorporation of Ecologic Covariates in Cox Regression

The Reanalysis Team examined the effect of these eco-
logic covariates on the association between particulate air
pollution and mortality by incorporating them in the Cox
proportional-hazards regression model in the same way
that air pollution, itself an ecologic covariate, had been
used in the Cox models employed by the Original Investi-
gators. Instead of using the Original Model as the basis of
our analyses, however, we used the Extended Model
developed in the Alternative Risk Models section for the
ACS Study data. This permitted us to make full use of all
the individual-level covariates as well as examining the
effects of these additional ecologic covariates. 

Table 34 summarizes the Extended Model results of
including, in turn, each of the 20 ecologic covariates
selected by the Reanalysis Team. The first column of data
in this table shows the relative risks of all-cause mortality
associated with sulfate exposure in a model without the
ecologic covariate. Note that because values for some of the
ecologic covariates were not available for some cities, the
relative risks of mortality associated with sulfate vary
somewhat depending on the number of cities for which the
ecologic covariate data were available (see Table 33). The
second column of data shows the relative risk of all-cause
mortality associated with sulfate exposure, with the eco-
logic covariate included in the Extended Model. The inclu-
sion of most of these ecologic covariates does not appear to
have a marked impact on the relative risk of all-cause

mortality for sulfate. The inclusion of population change,
which has an inverse association with mortality (RR = 0.85,
95% CI: 0.81–0.89) and is correlated negatively with sul-
fate (r = �0.40), decreases the relative risk from 1.15 to 1.06
in the Extended Model, reducing the excess relative risk
from 0.15 to 0.06. The inclusion of sulfur dioxide, which
has a positive association with mortality (RR = 1.30, 95%
CI: 1.23–1.38) and is positively correlated with sulfate (r =
0.48), reduces the relative risk from 1.16 to 1.04. The lower
confidence limits on the relative risk adjusted for sulfur
dioxide (RR = 1.04, 95% CI: 0.98–1.11) is less than 1.00,
resulting in the loss of formal statistical significance after
adjustment.

Adjustment for the effects of ecologic covariates in this
manner requires careful interpretation. Abramowicz and
colleagues (2000) have shown that the inclusion of eco-
logic covariates in the model results in a downward bias,
unlike the case of linear regression, in the estimated rela-
tive risk of the exposure of primary interest (fine particle
air pollution in the present case). Although this bias may
be small, some degree of bias toward the null value of
unity appears to persist regardless of the strength of the
association between the ecologic covariate and mortality,
or between the ecologic covariate and particle levels.

The relative risks and associated confidence limits for
the ecologic covariates themselves are shown in the last
two columns in Table 34. The relative risk of mortality
associated with population change in the Extended Model
excluding sulfate is 0.85, with a 95% CI (0.81–0.89) that
excluded the null value of 1.00. (Inclusion of sulfate in the
model increases the relative risk of population change
only slightly, from 0.85 to 0.87.) Because population
change is thus a strong ecologic predictor of all-cause mor-
tality, the reduction in the relative risk of sulfate (from 1.15
to 1.06) could be an overadjustment. However, the extent
of overadjustment is difficult to judge without further
information on the nature of the relation between popula-
tion change and mortality.

Other covariates that appear to be significantly associated
with mortality in the absence of sulfate include hospital beds
(RR = 1.13, at the range of the values among the cities for
which such health services data were available), income
(RR = 0.93), income disparity as measured by the Gini coef-
ficient (RR = 0.88), unemployment (RR = 1.12), temperature
(RR = 0.88), temperature variation (RR = 1.18), and water hard-
ness (RR = 1.08). With the exception of sulfur dioxide, none of
the gaseous copollutants (CO, NO2, and O3) demonstrated a
positive and clearly significant association with mortality.

The Reanalysis Team also employed three multivariate
models that permitted simultaneous adjustment for more
than one ecologic covariate. The first multivariate model
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Table 34. Relative Risks of Mortality from All Causes Associated with an Increase in Sulfate After Adjusting for Selected 
Ecologic Covariatesa

Ecologic Covariate

Relative Risk from Sulfate Relative Risk from Ecologic Covariate

Without Ecologic 
Covariate

With Ecologic 
Covariate

Without 
Sulfate

With 
Sulfate

Demographic Factors
Population change 1.15 (1.08–1.21) 1.06 (0.99–1.13) 0.85 (0.81–0.89) 0.87 (0.82–0.91) 
Whites 1.15 (1.09–1.21) 1.18 (1.11–1.25) 1.02 (0.98–1.06) 1.06 (1.02–1.11) 
Blacks 1.15 (1.09–1.21) 1.17 (1.10–1.24) 1.01 (0.96–1.06) 0.96 (0.91–1.01) 

Socioeconomic Factors
Income 1.15 (1.09–1.21) 1.15 (1.08–1.21) 0.93 (0.88–0.97) 0.93 (0.88–0.97) 
Poverty 1.15 (1.09–1.21) 1.15 (1.09–1.22) 0.95 (0.91–1.00) 0.94 (0.90–0.99) 
Income disparity 1.15 (1.09–1.21) 1.15 (1.09–1.21) 0.88 (0.84–0.93) 0.88 (0.83–0.93) 
Unemployment 1.15 (1.09–1.21) 1.13 (1.06–1.19) 1.12 (1.06–1.19) 1.09 (1.03–1.16) 
Education 1.15 (1.09–1.21) 1.13 (1.06–1.20) 0.91 (0.86–0.96) 0.96 (0.90–1.02) 

Health Services 
Physicians 1.15 (1.08–1.21) 1.14 (1.08–1.21) 0.95 (0.89–1.01) 0.96 (0.90–1.01)
Hospital beds 1.15 (1.08–1.21) 1.13 (1.07–1.20) 1.13 (1.06–1.21) 1.12 (1.04–1.19) 

Climate 
Temperature 1.14 (1.07–1.21) 1.11 (1.04–1.17) 0.88 (0.85–0.92) 0.90 (0.86–0.94) 
Temperature variation 1.14 (1.07–1.21) 1.10 (1.04–1.17) 1.18 (1.11–1.24) 1.16 (1.09–1.22) 
Relative humidity 1.13 (1.05–1.21) 1.14 (1.05–1.24) 1.05 (0.99–1.12) 0.98 (0.91–1.06) 
Relative humidity variation 1.13 (1.05–1.21) 1.16 (1.08–1.25) 0.96 (0.90–1.02) 0.92 (0.86–0.98) 

Physical Environment
Altitude 1.10 (1.04–1.18) 1.16 (1.08–1.24) 1.05 (0.99–1.12) 1.12 (1.04–1.19) 
Water hardness 1.11 (1.04–1.18) 1.12 (1.05–1.19) 1.08 (1.02–1.13) 1.08 (1.03–1.14) 

Gaseous Copollutants
CO 1.14 (1.08–1.21) 1.14 (1.08–1.21) 0.98 (0.92–1.03) 0.97 (0.92–1.03) 
NO2 1.11 (1.04–1.19) 1.14 (1.06–1.22) 0.93 (0.89–0.98) 0.91 (0.87–0.96) 
O3 1.15 (1.08–1.22) 1.15 (1.09–1.22) 0.93 (0.87–0.99) 0.92 (0.86–0.98) 
SO2 1.16 (1.09–1.23) 1.04 (0.98–1.11) 1.30 (1.23–1.38) 1.28 (1.20–1.37) 

Multiple Covariate Analyses 
Gaseous copollutants 1.09 (1.02–1.17) 1.00 (0.93–1.09) 1.36 (1.26–1.46)b 
Socioeconomic statusc 1.15 (1.08–1.21) 1.10 (1.02–1.18) 
25%d 1.10 (1.02–1.18) 0.99 (0.90–1.09) 1.25 (1.14–1.38)b 

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the ACS Study, this difference for sulfate was 19.9 �g/m3. Analyses are based on the Extended Model with calendar year as the 
time axis and the baseline hazard function stratified by 1-year age groups, gender, and race. See Table 19 for a complete list of covariates included in the 
Extended Model. Data are RRs with 95% CIs.

b Whenever SO2 was included in a multivariate model, the relative risk of mortality associated with it is given in the far right column.
c Includes population change and the five socioeconomic factors (income, poverty, income disparity, unemployment, and education).
d Incorporated all ecologic covariates that, when analyzed individually in a bivariate model, were found to produce a change of 25% or more in the excess 

relative risk associated with the pollutant of interest. In this analysis: population change, temperature variation, altitude, and SO2.
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included all socioeconomic variables as well as population
change. The second model included all four gaseous copol-
lutants (CO, NO2, O3, and SO2). The third model included
all those ecologic covariates that, when analyzed individu-
ally in a bivariate model, had resulted in a change of 25%
or more in the excess relative risk of mortality associated
with the pollutant of interest. Whereas the first ecologic
multivariate regression model was intended to provide
maximal adjustment for socioeconomic determinants of
mortality, the second was designed to isolate the effects of
sulfate from gaseous copollutants. The third model, which
sought to identify potential confounders empirically, was
based on a strategy similar to that employed by Gérin and
colleagues (1998); they used logistic regression analysis in
a large-scale population-based case-control study of cancer
incidence in relation to nearly 400 chemical and other
agents found in the workplace.

Some caution is required in the interpretation of the
relative risks for sulfate under the multivariate Cox regres-
sion models, both because of the possibility of overadjust-
ment noted previously, and because of the moderately
high correlation among some of the ecologic covariates
considered here (see Appendix G). For example, the corre-
lation between poverty rate and mean income in the sul-
fate cohort is �0.58 (Table G.7, Appendix G). Similarly, the
correlation between mean maximum daily temperature
and income disparity is +0.60, because income disparity
tends to be greater in the southern United States. The
highest correlation (r = �0.96) occurs between percent
white and percent black, although none of our multivariate
models included both population subgroups.

The relative risk of sulfate alone (RR = 1.15) is reduced
following simultaneous adjustment for population change
and the five socioeconomic factors (RR = 1.10), although
the adjustment is less than that obtained with population
change alone (RR = 1.06). This reduced adjustment, which
incorporates population change in the multivariate
model, is attributable to the complex structure of correla-
tion among the variables in this model. On the other hand,
simultaneous adjustment for all four gaseous copollut-
ants leads to a relative risk of sulfate (RR = 1.00) that is less
than that following adjustment for sulfur dioxide alone
(RR = 1.04). This is similar to the relative risk obtained
(RR = 0.99) after adjustment for those covariates (population
change, variation in maximum temperature, altitude, and
sulfur dioxide) that induced a 25% change in the relative
risk from sulfate alone. Again, note that there is a
possibility of overadjustment in these latter two cases.

The results of incorporating these same ecologic covari-
ates in the Extended Model for cardiopulmonary and lung
cancer mortality are shown in Tables 35 and 36, respectively.

A number of ecologic covariates (population change,
income, income disparity, unemployment, education,
physicians, hospital beds, temperature variation, relative
humidity, water hardness, and sulfur dioxide) appear to
be associated with cardiopulmonary mortality (Table 35),
although etiologic hypotheses underlying these associa-
tions are not readily apparent in all cases. Nonetheless,
adjustment for these ecologic covariates does not alter the
original conclusions concerning the positive association
between cardiopulmonary mortality and sulfate exposure.
Most of the ecologic covariates do not appear to have a
marked impact on estimated relative risks of lung cancer
mortality for sulfate (Table 36), although adjustment for
altitude reduces the relative risk from 1.24 to 1.14. In the
Extended Model runs that ex-cluded sulfate, relative
humidity, altitude, and ozone all appear to be associated
with lung cancer mortality.

Similar ecologic analyses were carried out for the fine
particle cohort. The relative risk of all-cause mortality for
fine particles, as with sulfate, was diminished after adjust-
ment for population change or sulfur dioxide (Table 37).
This same effect was observed for cardiopulmonary mor-
tality (Table 38). Because lung cancer mortality was not
associated with fine particles, no adjustment for ecologic
covariates was attempted in this case.

To a certain extent, the effects of the ecologic covariates
on the relative risks of mortality for fine particle air pollu-
tion can be explained by spatial convergence between the
ecologic covariate and exposure to fine particles. Fine par-
ticles and sulfate were both highest in the Ohio Valley and
around Gary IN, and decreased slightly toward the South
and more dramatically toward the West. The two ecologic
covariates correlated most highly with both fine particles
and sulfate were population change and education. For all-
cause mortality, the percentage of the population with high
school education or more is inversely associated with mor-
tality from all causes (Tables 34 and 37) and from cardio-
pulmonary disease (Tables 35 and 38). Our results also
bear out the observation that areas where the population
has increased tend to have lower mortality.

Although we can postulate a possible biological relation
between mortality and exposure to fine particles and sul-
fate, we cannot suggest that population change is a cause
of death. Rather, population change is considered to be an
indicator of the economic climate of a metropolitan area. A
health effect is associated with the economic climate of a
place. Healthy people tend to migrate out of areas of reces-
sion to areas experiencing economic well-being, whereas
unhealthy people tend to stay where they are. Moreover,
areas of heavy manufacturing, which are likely to have
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Table 35. Relative Risks of Mortality from Cardiopulmonary Disease Associated with an Increase in Sulfate After 
Adjusting for Selected Ecologic Covariatesa

Ecologic Covariate

Relative Risk from Sulfate Relative Risk from Ecologic Covariate

Without 
Ecologic Covariate

With
 Ecologic Covariate

Without 
Sulfate

With 
Sulfate

Demographic Factors
Population change 1.24 (1.15–1.35) 1.12 (1.03–1.23) 0.80 (0.75–0.85) 0.83 (0.77–0.90) 
Whites 1.25 (1.16–1.36) 1.30 (1.20–1.42) 1.02 (0.97–1.08) 1.09 (1.03–1.16) 
Blacks 1.25 (1.16–1.36) 1.28 (1.17–1.40) 1.03 (0.96–1.10) 0.95 (0.88–1.03) 

Socioeconomic Factors
Income 1.25 (1.16–1.36) 1.25 (1.16–1.36) 0.87 (0.81–0.93) 0.87 (0.81–0.94) 
Poverty 1.25 (1.16–1.36) 1.26 (1.16–1.36) 0.99 (0.93–1.05) 0.97 (0.91–1.04) 
Income disparity 1.25 (1.16–1.36) 1.25 (1.16–1.36) 0.90 (0.83–0.97) 0.90 (0.83–0.97) 
Unemployment 1.25 (1.16–1.36) 1.20 (1.11–1.30) 1.27 (1.16–1.38) 1.21 (1.11–1.32) 
Education 1.25 (1.16–1.36) 1.21 (1.11–1.32) 0.84 (0.77–0.92) 0.92 (0.83–1.00) 

Health Services 
Physicians 1.24 (1.15–1.35) 1.23 (1.14–1.34) 0.86 (0.79–0.94) 0.87 (0.80–0.95) 
Hospital beds 1.24 (1.15–1.35) 1.23 (1.13–1.33) 1.18 (1.07–1.30) 1.15 (1.04–1.26) 

Climate 
Temperature 1.22 (1.13–1.33) 1.19 (1.09–1.29) 0.87 (0.46–1.64) 0.89 (0.83–0.95) 
Temperature variation 1.22 (1.13–1.33) 1.17 (1.08–1.28) 1.26 (1.16–1.36) 1.22 (1.12–1.32) 
Relative humidity 1.21 (1.09–1.34) 1.20 (1.06–1.35) 1.11 (1.01–1.21) 1.01 (0.91–1.13) 
Relative humidity variation 1.21 (1.09–1.34) 1.28 (1.15–1.42) 0.93 (0.85–1.01) 0.86 (0.79–0.95) 

Physical Environment
Altitude 1.20 (1.10–1.32) 1.26 (1.14–1.39) 1.02 (0.93–1.12) 1.12 (1.02–1.23) 
Water hardness 1.19 (1.09–1.30) 1.20 (1.09–1.31) 1.11 (1.03–1.20) 1.12 (1.04–1.21) 

Gaseous Copollutants
CO 1.27 (1.17–1.38) 1.27 (1.17–1.38) 0.94 (0.87–1.02) 0.94 (0.86–1.01) 
NO2 1.25 (1.14–1.38) 1.29 (1.17–1.42) 0.93 (0.87–1.01) 0.89 (0.83–0.97) 
O3 1.26 (1.16–1.37) 1.27 (1.17–1.38) 0.98 (0.90–1.08) 0.96 (0.88–1.05) 
SO2 1.28 (1.18–1.40) 1.14 (1.04–1.25) 1.40 (1.29–1.52) 1.33 (1.22–1.46) 

Multiple Covariate Analyses 
Gaseous copollutants 1.22 (1.10–1.35) 1.11 (1.00–1.25) 1.41 (1.27–1.57)b 
Socioeconomic statusc 1.24 (1.15–1.35) 1.18 (1.06–1.31) 
25%d 1.20 (1.06–1.36) 1.17 (0.97–1.41) 1.38 (1.17–1.61)b 

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the ACS Study, this difference for sulfate was 19.9 �g/m3. Analyses are based on the Extended Model with calendar year as the 
time axis and the baseline hazard function stratified by 1-year age groups, gender, and race. See Table 19 for a complete list of covariates included in the 
Extended Model. Data are RRs with 95% CIs.

b Whenever SO2 was included in a multivariate model, the relative risk of mortality associated with it is given in the far right column.
c Includes population change and the five socioeconomic factors (income, poverty, income disparity, unemployment, and education). 
d Incorporated all ecologic covariates that, when analyzed individually in a bivariate model, were found to produce a change of 25% or more in the excess 

relative risk associated with the pollutant of interest. In this analysis: population change, relative humidity variation, altitude, and SO2.



183

D Krewski et al

Table 36. Relative Risks of Mortality from Lung Cancer Associated with an Increase in Sulfate After Adjusting for 
Selected Ecologic Covariatesa

Ecologic Covariate

Relative Risk from Sulfate Relative Risk from Ecologic Covariate

Without 
Ecologic 
Covariate

With
 Ecologic Covariate

Without 
Sulfate

With 
Sulfate

Demographic Factors
Population change 1.31 (1.08–1.58) 1.30 (1.05–1.61) 0.91 (0.78–1.06) 1.00 (0.84–1.18) 
Whites 1.33 (1.10–1.61) 1.34 (1.10–1.64) 0.96 (0.84–1.10) 1.03 (0.89–1.19) 
Blacks 1.33 (1.10–1.61) 1.35 (1.10–1.66) 1.05 (0.89–1.23) 0.95 (0.80–1.13) 

Socioeconomic Factors
Income 1.33 (1.10–1.61) 1.33 (1.10–1.61) 1.01 (0.86–1.19) 1.02 (0.86–1.20) 
Poverty 1.33 (1.10–1.61) 1.33 (1.10–1.61) 0.97 (0.83–1.13) 0.96 (0.82–1.12) 
Income disparity 1.33 (1.10–1.61) 1.32 (1.09–1.60) 0.88 (0.73–1.07) 0.89 (0.73–1.08) 
Unemployment 1.33 (1.10–1.61) 1.31 (1.08–1.60) 1.13 (0.92–1.38) 1.05 (0.86–1.29) 
Education 1.33 (1.10–1.61) 1.34 (1.09–1.65) 0.90 (0.74–1.10) 1.02 (0.82–1.27) 

Health Services 
Physicians 1.31 (1.08–1.58) 1.30 (1.07–1.57) 0.91 (0.74–1.11) 0.93 (0.76–1.13) 
Hospital beds 1.31 (1.08–1.58) 1.32 (1.09–1.60) 0.92 (0.73–1.16) 0.89 (0.71–1.13) 

Climate 
Temperature 1.37 (1.12–1.67) 1.36 (1.11–1.67) 0.94 (0.81–1.09) 0.98 (0.84–1.15) 
Temperature variation 1.37 (1.12–1.67) 1.39 (1.13–1.71) 1.00 (0.83–1.21) 0.94 (0.77–1.14) 
Relative humidity 1.53 (1.20–1.95) 1.39 (1.04–1.86) 1.37 (1.10–1.72) 1.17 (0.90–1.53) 
Relative humidity variation 1.53 (1.20–1.95) 1.49 (1.16–1.92) 1.19 (0.96–1.47) 1.09 (0.88–1.37) 

Physical Environment
Altitude 1.24 (1.00–1.54) 1.14 (0.91–1.44) 0.72 (0.56–0.93) 0.76 (0.58–0.99) 
Water hardness 1.31 (1.06–1.62) 1.31 (1.05–1.62) 0.94 (0.78–1.12) 0.94 (0.79–1.13) 

Gaseous Copollutants
CO 1.26 (1.03–1.54) 1.26 (1.03–1.54) 0.82 (0.68–1.00) 0.82 (0.68–1.00) 
NO2 1.28 (1.02–1.62) 1.33 (1.05–1.69) 0.91 (0.76–1.09) 0.87 (0.73–1.05) 
O3 1.27 (1.05–1.55) 1.30 (1.07–1.59) 0.74 (0.59–0.92) 0.72 (0.58–0.90) 
SO2 1.31 (1.07–1.62) 1.36 (1.08–1.72) 1.06 (0.87–1.30) 0.93 (0.74–1.17) 

Multiple Covariate Analyses 
Gaseous copollutants 1.31 (1.08–1.58) 1.20 (0.94–1.54) 0.86 (0.66–1.13)b

Socioeconomic statusc 1.42 (1.11–1.82) 1.61 (1.21–2.14) 
25%d 1.53 (1.20–1.95) 1.39 (1.04–1.86) 

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the ACS Study, this difference for sulfate was 19.9 �g/m3. Analyses are based on the Extended Model with calendar year as the 
time axis and the baseline hazard function stratified by 1-year age groups, gender, and race. See Table 19 for a complete list of covariates included in the 
Extended Model. Data are RRs with 95% CIs.

b Whenever SO2 was included in a multivariate model, the relative risk of mortality associated with it is given in the far right column.
c Includes population change and the five socioeconomic factors (income, poverty, income disparity, unemployment, and education). 
d Incorporated all ecologic covariates that, when analyzed individually in a bivariate model, were found to produce a change of 25% or more in the excess 

relative risk associated with the pollutant of interest. In this analysis: relative humidity.
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Table 37. Relative Risks of Mortality from All Causes Associated with an Increase in Fine Particles After Adjusting for 
Selected Ecologic Covariatesa

Ecologic Covariate

Relative Risk from Fine Particles Relative Risk from Ecologic Covariate

Without 
Ecologic  
Covariate

With
 Ecologic
Covariate

Without 
Fine Particles

With 
Fine Particles

Demographic Factors
Population change 1.19 (1.10–1.28) 1.07 (0.99–1.17) 0.84 (0.80–0.89) 0.86 (0.81–0.92) 
Whites 1.18 (1.09–1.26) 1.28 (1.18–1.38) 1.04 (0.98–1.10) 1.14 (1.07–1.22) 
Blacks 1.18 (1.09–1.26) 1.25 (1.15–1.37) 1.00 (0.94–1.08) 0.89 (0.82–0.97) 

Socioeconomic Factors
Income 1.18 (1.09–1.26) 1.18 (1.09–1.26) 0.93 (0.87–0.99) 0.93 (0.87–0.99) 
Poverty 1.18 (1.09–1.26) 1.22 (1.13–1.32) 0.91 (0.85–0.99) 0.86 (0.79–0.93) 
Income disparity 1.18 (1.09–1.26) 1.23 (1.14–1.32) 0.85 (0.80–0.90) 0.83 (0.78–0.88) 
Unemployment 1.18 (1.09–1.26) 1.16 (1.08–1.25) 1.09 (1.02–1.16) 1.06 (0.99–1.13) 
Education 1.18 (1.09–1.26) 1.17 (1.08–1.27) 0.94 (0.89–1.00) 1.00 (0.93–1.06) 

Health Services 
Physicians 1.19 (1.10–1.28) 1.19 (1.10–1.28) 0.95 (0.88–1.04) 0.95 (0.87–1.03) 
Hospital beds 1.19 (1.10–1.28) 1.18 (1.10–1.27) 1.05 (0.96–1.16) 1.03 (0.93–1.14) 

Climate 
Temperature 1.13 (1.05–1.22) 1.12 (1.03–1.20) 0.86 (0.81–0.90) 0.86 (0.81–0.91) 
Temperature variation 1.13 (1.05–1.22) 1.07 (0.99–1.16) 1.18 (1.11–1.25) 1.16 (1.09–1.23) 
Relative humidity 1.19 (1.08–1.30) 1.19 (1.08–1.31) 1.03 (0.96–1.10) 1.00 (0.93–1.07) 
Relative humidity variation 1.19 (1.08–1.30) 1.22 (1.11–1.34) 0.96 (0.90–1.04) 0.93 (0.86–1.00) 

Physical Environment
Altitude 1.11 (1.02–1.20) 1.14 (1.05–1.24) 1.06 (1.00–1.13) 1.09 (1.02–1.16) 
Water hardness 1.17 (1.09–1.26) 1.16 (1.07–1.25) 1.15 (1.08–1.23) 1.14 (1.07–1.21) 

Gaseous Copollutants
CO 1.17 (1.09–1.26) 1.18 (1.10–1.27) 0.93 (0.88–0.98) 0.92 (0.87–0.97) 
NO2 1.15 (1.05–1.25) 1.22 (1.11–1.33) 0.95 (0.89–1.01) 0.90 (0.84–0.96) 
O3 1.16 (1.08–1.25) 1.18 (1.10–1.27) 0.90 (0.84–0.97) 0.88 (0.82–0.95) 
SO2 1.20 (1.11–1.29) 1.03 (0.95–1.13) 1.49 (1.36–1.64) 1.46 (1.32–1.63) 

Multiple Covariate Analyses 
Gaseous copollutants 1.15 (1.05–1.25) 1.07 (0.96–1.19) 1.46 (1.31–1.63)b 
Socioeconomic statusc 1.19 (1.10–1.28) 1.15 (1.04–1.28) 
25%d 1.09 (0.99–1.20) 1.33 (1.09–1.61) 1.14 (0.90–1.45)b 

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city;  in the ACS Study, this difference for fine particles was 24.5 �g/m3. Analyses are based on the Extended Model with calendar year 
as the time axis and the baseline hazard function stratified by 1-year age groups, gender, and race. See Table 19 for a complete list of covariates included in 
the Extended Model. Data are RRs with 95% CIs.

b Whenever SO2 was included in a multivariate model, the relative risk of mortality associated with it is given in the far right column.
c Includes population change and the five socioeconomic factors (income, poverty, income disparity, unemployment, and education). 
d Incorporated all ecologic covariates that, when analyzed individually in a bivariate model, were found to produce a change of 25% or more in the excess 

relative risk associated with the pollutant of interest. In this analysis: population change, whites, poverty, income disparity, temperature, altitude, NO2, 
and SO2.
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Table 38. Relative Risks of Mortality from Cardiopulmonary Disease Associated with an Increase in Fine Particles After 
Adjusting for Selected Ecologic Covariatesa

Ecologic Covariate

Relative Risk from Fine Particles Relative Risk from Ecologic Covariate

Without 
Ecologic Covariate

With
 Ecologic Covariate

Without 
Fine Particles

With 
Fine Particles

Demographic Factors
Population change 1.29 (1.16–1.44) 1.12 (0.99–1.27) 0.78 (0.72–0.84) 0.81 (0.74–0.89) 
Whites 1.30 (1.17–1.44) 1.43 (1.27–1.61) 1.02 (0.94–1.11) 1.17 (1.07–1.29) 
Blacks 1.30 (1.17–1.44) 1.39 (1.23–1.58) 1.04 (0.95–1.15) 0.88 (0.78–0.99) 

Socioeconomic Factors
Income 1.30 (1.17–1.44) 1.30 (1.17–1.44) 0.90 (0.82–0.99) 0.90 (0.82–0.99) 
Poverty 1.30 (1.17–1.44) 1.34 (1.20–1.49) 0.95 (0.85–1.06) 0.87 (0.78–0.98) 
Income disparity 1.30 (1.17–1.44) 1.35 (1.22–1.50) 0.86 (0.79–0.93) 0.82 (0.76–0.89) 
Unemployment 1.30 (1.17–1.44) 1.25 (1.12–1.39) 1.19 (1.09–1.30) 1.13 (1.03–1.24) 
Education 1.30 (1.17–1.44) 1.27 (1.13–1.42) 0.89 (0.82–0.96) 0.96 (0.88–1.06) 

Health Services 
Physicians 1.29 (1.16–1.44) 1.30 (1.17–1.44) 0.88 (0.78–1.00) 0.88 (0.78–0.99) 
Hospital beds 1.29 (1.16–1.44) 1.28 (1.15–1.43) 1.16 (1.02–1.33) 1.13 (0.99–1.30) 

Climate 
Temperature 1.21 (1.09–1.35) 1.19 (1.07–1.33) 0.83 (0.77–0.90) 0.84 (0.77–0.91) 
Temperature variation 1.21 (1.09–1.35) 1.13 (1.01–1.27) 1.24 (1.14–1.35) 1.21 (1.10–1.32) 
Relative humidity 1.22 (1.07–1.39) 1.20 (1.04–1.37) 1.09 (0.99–1.21) 1.06 (0.96–1.17) 
Relative humidity variation 1.22 (1.07–1.39) 1.27 (1.10–1.45) 0.94 (0.85–1.05) 0.90 (0.81–1.00) 

Physical Environment
Altitude 1.23 (1.09–1.38) 1.25 (1.11–1.41) 1.02 (0.93–1.11) 1.06 (0.97–1.16) 
Water hardness 1.28 (1.15–1.43) 1.26 (1.13–1.41) 1.21 (1.10–1.32) 1.19 (1.09–1.31) 

Gaseous Copollutants
CO 1.30 (1.17–1.45) 1.32 (1.19–1.47) 0.92 (0.85–1.00) 0.74 (0.61–0.90) 
NO2 1.32 (1.16–1.49) 1.39 (1.22–1.59) 0.99 (0.91–1.08) 0.91 (0.83–1.00) 
O3 1.29 (1.16–1.44) 1.30 (1.17–1.45) 0.96 (0.86–1.07) 0.93 (0.83–1.04) 
SO2 1.35 (1.21–1.51) 1.17 (1.03–1.33) 1.59 (1.39–1.81) 1.45 (1.25–1.69) 

Multiple Covariate Analyses 
Gaseous copollutants 1.32 (1.16–1.49) 1.22 (1.05–1.43) 1.42 (1.21–1.65)b 
Socioeconomic statusc 1.29 (1.16–1.44) 1.17 (1.01–1.36) 
25%d 1.26 (1.12–1.42) 1.19 (1.00–1.41) 1.26 (1.04–1.52)b 

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city;  in the ACS Study, this difference for fine particles was 24.5 �g/m3. Analyses are based on the Extended Model with calendar year 
as the time axis and the baseline hazard function stratified by 1-year age groups, gender, and race. See Table 19 for a complete list of covariates included in 
the Extended Model. Data are RRs with 95% CIs.

b Whenever SO2 was included in a multivariate model, the relative risk of mortality associated with it is given in the far right column.
c Includes population change and the five socioeconomic factors (income, poverty, income disparity, unemployment, and education). 
d Incorporated all ecologic covariates that, when analyzed individually in a bivariate model, were found to produce a change of 25% or more in the excess 

relative risk associated with the pollutant of interest. In this analysis: population change, whites, temperature variation, and SO2.
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high levels of both fine particles and sulfate, are also likely
to have experienced a recession during the 1980s.

Adding ecologic covariates to the Cox proportional-
hazards regression models provides one method of con-
trolling for ecologic confounding. However, this method
does not enable researchers to control for the spatial auto-
correlation that can result from missing or unmeasured
ecologic covariates. Moreover, statistical tests of signifi-
cance are reliable only when researchers can be sure that
the residuals of their models are not autocorrelated. For
these reasons, the Reanalysis Team used spatial smoothing
and filtering techniques (described in the following sec-
tion) to characterize the spatial patterns in the data and to
model the data in a way that makes explicit provision for
spatial autocorrelation.

SPATIAL ANALYSES

An important issue in the analysis of data from the ACS
Study is whether or not the observations are independent
or correlated. Residents of cities located near one another
may be at similar risk of mortality resulting from shared
aspects of their social and physical environments, such as
socioeconomic influences, access to health care, dietary
habits, and environmental or occupational exposures,
which lead to spatial autocorrelation in the data. Other
covariates used in both the original analyses and the
present sensitivity analyses may be spatially correlated as
well. Spatial autocorrelation affects the statistical power of
associations, with positive spatial autocorrelation in the
residuals increasing the likelihood of a false-positive
finding. Failure to control for spatial autocorrelation can
invalidate traditional tests of significance and lead to
biased estimates of coefficients in regression models.
Recent studies have shown that when correlation is taken
into account, formerly significant findings in ordinary-
least-squares regression analyses may become insignifi-
cant (Griffith et al 1998).

For the purposes of the ACS data analyses described in
the previous sections, the Reanalysis Team assumed the
statistical independence of all observations. This assump-
tion was necessary for the application of the standard Cox
proportional-hazards regression model of survival that had
been used by the Original Investigators. In this section, we
consider analytic techniques that allow for the possibility
of spatial autocorrelation in the ACS data.

Within the context of the general spatial analysis frame-
work shown in Figure 14, the Reanalysis Team explored
different approaches for capturing spatial patterns in the
data. The specific approaches included in this framework
and their associated results are discussed in later sections.
We begin with a description of spatial patterns in the data

and the methods used to summarize them in smooth maps
of the variables of interest; then we discuss formal tests for
spatial autocorrelation. Computationally simple two-stage
random effects regression methods, used to take into
account spatial clustering at both city and broader regional
levels, provide risk estimates that are in close agreement
with estimates derived from a new random effects Cox
regression model specifically developed by the Reanalysis
Team. We also employed spatial filtering methods to
remove broad spatial patterns in the data before we
applied our two-stage regression models. Further details of
the spatial smoothing and spatial filtering methods used
by the Reanalysis Team are given in Appendix H, which is
available on request from Health Effects Institute.

Spatial Analysis Framework

Under the Cox proportional-hazards regression model of
survival used by the Original Investigators, it had been
assumed that the survival of each individual could be repre-
sented by statistically independent random variables. How-
ever, several processes involved in predicting mortality in
space and time may induce some degree of statistical depen-
dence in the data. We have attempted to characterize some
of these processes and model the corresponding statistical
dependence within the context of the spatial analysis frame-
work shown in Figure 14.

ACS Database
~ 550,000 Population

Standard Cox Model
~ 550,000 Population

= Independent Observations Model

Random Effects Cox
Model with 151 Cities

= Independent Cities Model

Cox Model
~ 550,000 Population

Independent Cities Model
Stage1: City-specific relative
risks adjusted for individual

risk factors using Cox
Stage 2: City-level risk factors 
linked to city-specific mortality

relative risks

Spatial Analysis Components

Maps

Stage 2 using three forms

Stage 1

Moran I and G Statistics
Spatial Analytic Methods (Two-stage 

random effects regression analyses) to 
Correct for Spatial Autocorrelation

Independent
Cities Model

Regional
Adjustment Model

Spatial
Autogressive Models

Simultaneous
Autoregressive

Model

Filtered
Mortality Only

Model

Filtered
Both Sides

Model

Figure 14. Paradigm of spatial analyses.
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We discuss in detail in Appendix H the rationale for
taking spatial dependence into account. When epidemio-
logic investigations use health data from contiguous or
nearby geographic areas, the data may not provide inde-
pendent estimates of the dependent variable (in this case,
relative risk of mortality). If we account for this lack of
independence with covariates that are also spatially auto-
correlated, then no statistical problem arises because the
error terms from such a model tend to be uncorrelated.
However, if areas differ in some unmeasured or unsus-
pected way that affects mortality, residuals are likely to be
correlated (Cook and Pocock 1983). Autocorrelated errors
can result in overestimates of significance. Therefore, to
ensure reliable significance tests, we needed to account for
spatial dependence in the regression models. This could
also lead to the identification of new covariates that may
explain some of the variation in mortality that manifests
as autocorrelation in the residuals. Careful examination
and mapping of the residuals can suggest locations where
the model fails to predict mortality accurately, thereby pro-
viding useful information on omitted covariates.

Following the lead of the Original Investigators, we
began by applying the Cox proportional-hazards regres-
sion model of survival to individual-level data on mem-
bers of the sulfate cohort (approximately 550,000 subjects)
or the fine particle cohort (approximately 295,000 sub-
jects) from the ACS Study data. This standard Cox model
includes a number of risk factors measured at the indi-
vidual level, with the baseline hazard function stratified
by age, gender, and race. Because a key assumption in this
model is that the survival times for all subjects are statisti-
cally independent, this approach is referred to as the Inde-
pendent Observations Model.

Next we extended the standard Cox model to allow the
baseline hazard function to vary at random among cities,
resulting in a random effects Cox model (Appendix I,
available on request from the Health Effects Institute). The
random effects Cox model is predicated on the assumption
that there is more variation in individual risks of mortality
than can be explained by the standard Cox model, and that
subjects in the same city are expected to have more similar
mortality risks than subjects living in different cities. This
modeling framework also implies that the city itself is a
risk factor for mortality in the sense that even after we con-
trol for all available risk factor information at the indi-
vidual and ecologic level, the city in which a subject lives
will have some influence on his or her survival.

Our random effects Cox model assumes that differences
in the mortality risks of individuals in different cities are
independent of the proximity of those cities, so that mor-
tality is spatially clustered beyond that associated with

specific cities. To date, we have not extended the random
effects Cox model to incorporate such spatial dependence,
although such an extension appears to be technically fea-
sible. Instead, in a two-stage approach, we have exploited
spatial regression methods developed for normally distrib-
uted data (Getis and Ord 1996) to address the extra spatial
variation in mortality beyond that induced by clustering at
the city level.

In the first stage, we fitted a standard Cox model to the
individual-level data, including an indicator variable for
each city. (With this approach, one city must be selected as
an index in order to compare mortality between each city
and the index city.) No city-level or ecologic variables,
including air pollution, were included at this stage.
Because estimates of the city-specific mortality rates rela-
tive to the index city are, by definition, correlated, we
transformed the covariance matrix of the estimated mor-
tality rates in each city relative to the index city to inde-
pendence using methods developed by Easton and
colleagues (1991). We then linked the logarithms of the
comparative city-specific relative risks to the ecologic
covariates, including air pollution, using a linear model
with independent errors of the form 	2 + vj, in which 	2 is
the unexplained variation in the true logarithms of the
city-specific comparative mortality rates and vj is the
uncertainty in the estimated mortality rate for city j
obtained in the first stage. We arrived at estimates of 	2 by
the method of moments (DerSimonian and Laird 1986),
and used weighted least squares to estimate the effects of
the ecologic covariates and air pollution, with weights
given by 1/(	2 + vj) for the jth city.

Because both the random effects and two-stage
approaches arrive at mortality rates for each city that are
assumed to be independent, they are referred to as Inde-
pendent Cities Models. Although their estimates of the
city-level covariate effects and 	2 are expected to be sim-
ilar, these estimates will not be equivalent because of the
nonlinear structure of the random effects regression
model. Under the assumption that there is no extra varia-
tion as a result of clustering of mortality rates within a city
(ie, 	2 = 0), the parameter estimates of the covariate effects
and their uncertainty under the random effects and the
standard Cox models will, however, be identical.

We then questioned the assumption that the cities’ mor-
tality rates are independent. Even after we have controlled
for available risk factor information at both the individual
and ecologic level, the adjusted city-specific risk estimates
conceivably could exhibit evidence of spatial autocorrela-
tion. Such spatial dependence in the adjusted risk esti-
mates could result from unidentified processes that vary in
space and lead to clustering of mortality rates. As discussed
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in Appendix H, the Moran I statistic can be used to test for
the presence of spatial autocorrelation in the city-specific
mortality rates.

We addressed the statistical form of such spatial depen-
dence using four approaches. In the first approach
(Regional Adjustment Model) we removed spatial variation
in mortality rates by adjusting the city-specific values for
broad regional patterns. Specifically, we used the seven
regions of the United States (Figure 15) defined in the
National Morbidity and Mortality Air Pollution Study con-
ducted by Samet and colleagues (2000), and removed dif-
ferences in mortality rates between regions together with
effects of fine particle air pollution and other variables
measured at the city level. Using arbitrary regions, how-
ever, provides only limited and ad hoc control for spatial
dependence because such regions have not been derived on
the basis of prior knowledge or empirical evidence about
what processes may have caused the spatial dependence.
Thus, it is possible that such regions may overcontrol or
undercontrol the actual spatial dependence in the model.
As the regions adopted for this analysis were quite large,
smaller-area spatial dependence was probably neglected.

Our second spatial analysis approach involved modeling
the broader spatial patterns of mortality in city-specific
regions using the Moran G statistic, which is designed to
detect local autocorrelation that arises when variables dis-
play nonstationarity (spatial dependence is not the same
everywhere in the United States, but varies locally over
space). In this approach, the values for relative risk of mor-
tality that surround a city within a given distance are
divided by their global average values for the entire United
States. Cities that are surrounded by other cities with ele-
vated mortality rates will have significantly elevated
values. Then a G statistic is calculated for every city in the
dataset. Next, the mortality rate at that city is multiplied by
the expected value of the city’s G statistic, and then divided
by the actual value. This has the effect of removing spatial
dependence from the mortality rate or other covariate of
interest, including air pollution. A summary G statistic was
calculated by averaging the city-specific G statisics from all
cities.

Two criteria were used to select the distance for defining the
regions. First, a graphic technique known as semivariogram
analysis assessed the distance at which spatial dependence
among mortality, air pollution, and other covariates dimin-
ished. Second, we selected the distance that minimized the
residual spatial autocorrelation in the variable, as deter-
mined by Moran I, a global test of spatial autocorrelation.
Iterations between these two analyses suggested that
regions with a radius of approximately 600 km would
remove spatial dependence from the variables without

inducing negative autocorrelation (in which, for example,
high mortality associates with neighboring low mortality).

This approach is similar to that for time-series mortality
studies in which adjustments for temporal trends in mor-
tality rates employ multiday moving-average windows.
Similar to time-series models, negative autocorrelation
suggests that the filtering procedure has removed too
much information from the variable, including some of the
attribute value that is not specifically associated with spa-
tial arrangement. The spatially filtered city-specific mor-
tality rates were then regressed on the unfiltered sulfate
concentrations (this technique is referred to as the Filtered
Mortality Model).

The third modeling approach involved spatially fil-
tering not only the city-specific relative risks of mortality
but also the sulfate concentrations and other covariates
(referred to as Filtered Both Sides Model, or the Spatial
Filtering Model). Here, a 600-km radius also was sufficient
to remove any evidence of spatial autocorrelation in the
sulfate data. In this approach, we compared mortality rates
and sulfate levels after removing broad spatial patterns in
both datasets. Clustering of mortality rates by city is taken
into account in the filtering approach using weighted least
squares regression with weights given by 1/(	2 + vj).

This filtering approach has a number of advantages over
the ad hoc regional adjustment. First, because every city is
assigned its own region, this method provides a more sen-
sitive adjustment to spatial dependence. Unlike the
Regional Adjustment Model, filtering methods rely on
actual measured spatial dependence in the data. Second,
because it is based on the G statistic, the filter deals explic-
itly with nonstationarities in the variables. Third, this
method relies on a linear regression model that is easily
interpreted, unlike the simultaneous autoregression tech-
nique discussed below. Fourth, the selection of the filter
distance forces the analyst to think carefully about what
may have caused the spatial dependence.

We found that fairly broad regional patterns with a
radius of approximately 600 km appeared to exert a major
influence on both mortality and pollution. As mentioned
above, it is possible to overfilter the data (ie, by removing
not only the spatial pattern, but also some of the attribute
value not associated with spatial arrangement) used in the
deterministic part of the model, thus removing part of the
possible causal relation between air pollution and mor-
tality. One can minimize this problem by carefully
selecting the filter distance such that little or no negative
autocorrelation is induced in the filtered variables or in
the residuals.

Another potential weakness of this approach lies in the
binary structure of the spatial weighting matrix. All cities
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within the 600-km radius are assigned an equal weight of
one, whereas those outside this distance are weighted
zero. With many spatial patterns, we would expect to see a
distance decay effect, whereby spatial dependence dimin-
ishes as a function of distance away from the city of
interest. Refinements of the weighting matrix to account
for distance decay were not possible in this analysis, but
this represents an important area for future research.

We further examined the robustness of our results to the
method of controlling for spatial autocorrelation by using a
fourth spatial analysis approach referred to as the Simulta-
neous Autoregressive Model. In this approach, the loga-
rithms of the city-specific mortality rates are the response
variables, assumed to be normally distributed, and the
city-level or ecologic covariates are used as predictors. The
error structure in the Simultaneous Autoregressive Model
explicitly incorporates correlation among mortality rates
after accounting for city-level predictors of mortality. The
correlation structure is predicated on the nearest-neighbor
concept, which assumes that one is more likely to be influ-
enced by one’s neighbor, no matter how far away that
neighbor is, than by one that is not a neighbor.

We defined a city’s neighbors in the following manner.
First, Thiessen polygons (geographic areas that incorpo-
rate all points closer to the given city than to any other)
were constructed for each city. The neighbors of any city
were then defined as the area enclosed by all the Thiessen
polygons touching the polygon of that city. Each city may
have a different number of neighbors, and the nearest
neighbor may be a different distance away for each city.
The correlation structure then derived correlates a city’s
residual response only with the residual responses of its
neighbors; cities that are not neighbors were assumed to be
uncorrelated. We assumed a common correlation param-
eter for the entire dataset, which was estimated simulta-
neously with the regression parameters using maximum
likelihood techniques in S-PLUS statistical software
(MathSoft, Seattle WA). We also weighted the analysis by
1/(	2 + vj), thus incorporating the concept of a random
effects model in the analysis.

We also considered an adjusted nearest-neighbor
approach, in which mortality rates were assumed to be
correlated among cities when the cities were nearest
neighbors or were within the average distance between
cities (111 km for cities with sulfate data and 123 km for
cities with sulfur dioxide data). Here we report only the
results for the nearest-neighbor approach, because the
results obtained using the adjusted nearest-neighbor
approach were virtually identical. (Although the data used
to generate the correlation matrix using the adjusted
nearest-neighbor approach incorporated more cities in the

Northeast and Ohio Valley regions than did the data that
used nearest neighbors only, the inclusion of these addi-
tional cities did not markedly influence the estimate of the
common correlation parameter.)

Both approaches we used in the Simultaneous Autore-
gressive Model (Thiessen polygons and adjusted nearest
neighbor) relied on a more localized spatial dependence
assumption (the nearest neighbor) than did the Regional
Adjustment Model or spatial filtered models. We suggest
that spatial interaction among risk factors is most likely to
occur among neighbors, regardless of distance. For most
places, except parts of the Western United States where the
sampled coverage of cities is sparse, this provided a more
localized control on spatial autocorrelation. With this type
of model, we did not try to understand the mechanisms
underlying autocorrelation. Simultaneous estimation of
the coefficients and the autoregressive component of the
error term did not allow for intensive investigation into
spatial relations. Our intention instead was to incorporate,
within the error structure of the model, a term that
accounts for autocorrelation so that the remaining errors
are uncorrelated and therefore amenable to reliable signif-
icance testing.

Mortality rates and pollution display an east-to-west
trend, whereby the values of both are generally higher in
the east than in the west. When spatial relations are not the
same in all directions, we refer to the spatial pattern in the
data as being anisotropic. In large datasets, it is possible to
build in allowance for this directionality. We attempted to
remove this trend with a special form of regression known
as a trend surface. A trend surface includes the actual geo-
graphic coordinates of the cities as independent predictor
variables. Both the Simultaneous Autoregressive Model
and the Regional Adjustment Model rely implicitly on the
assumption that no trend is present (isotropy) in the data.
The results of these models must be viewed with this lim-
itation in mind. The filtering procedure, although it
implicitly assumes isotropy in the radius around a city, at
least removes all autocorrelation from the data. Semivario-
gram analyses suggested that the filter also removed the
east-to-west trend from the data. Thus, the spatial filtering
approach has the advantage of producing reliable esti-
mates even when anisotropy is present. Incorporation of
this directional trend into future analyses may improve the
robustness of the results.

Using each of these four spatial analysis approaches
(Regional Adjustment Model, Filtered Mortality Model,
Spatial Filtering [Filtered Both Sides] Model, and Simulta-
neous Autoregressive [Nearest Neighbor] Model) affords
an opportunity to examine the extent to which inferences
about the association between ambient air pollution and
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mortality are influenced by spatial patterns in the data.
Under the Independent Observations Model we employed
originally, we assumed that all observations on individual
cohort members were statistically independent. Our spa-
tial analysis paradigm goes well beyond the Independent
Observations Model by allowing for spatial patterns in the
data. Specifically, spatial clustering is considered at the
city level in the Independent Cities Model, at the regional
level in the Regional Adjustment Model, and at the
broader spatial level in the Spatial Filtering Model and the
Simultaneous Autoregressive (Nearest Neighbor) Model.

An important practical aspect of our work was the use of
two-stage regression models to address spatial autocorrela-
tion. This two-stage approach was validated first in the
Independent Observations Model by comparing the results
with those from the standard Cox model, and then in the
Independent Cities Model by comparing the results with
those from the random effects Cox model. This validation
of the two-stage regression approach supports its use in the
more complex spatial filtering models, for which more
direct approaches are not yet available.

The different approaches included in our framework of
spatial analyses may be viewed as affording greater levels
of control for spatial autocorrelation. The Independent
Observations Model, which assumes that no spatial auto-
correlation exists, represents a baseline with which the
results of the spatial analytic techniques may be compared.
The Independent Cities Model takes into account clus-
tering of mortality rates by city, but does not acknowledge
spatial autocorrelation at a broader regional level. The
Regional Adjustment Model does for spatial dependence,
but only within seven predetermined regions of the United
States. The Spatial Filtering Model allows for more general
spatial patterns either in relative risks or in both air pollu-
tion and mortality (the filtered both sides model). By fil-
tering out broad spatial patterns in the data, these latter
models seek to associate local variations in mortality rates
(adjusted for regional mortality rates) with air pollution.

Comparison of the risk of mortality associated with air
pollution estimated by the different spatial analytic tech-
niques can suggest whether spatial association exists on
the broader regional scale or the narrower subregional
scale. We discuss the application of these spatial analytic
methods to the ACS data, beginning with visual evidence
of spatial patterns in the data.

Spatial Patterns in the Data

Spatial patterns in the data can be assessed by visualiza-
tion, exploration, and modeling (Bailey and Gatrell 1995).
Graphic visualization is an important first step toward
understanding spatial patterns in the variables of interest.

We then can use exploratory spatial methods to examine
spatial concordance in key variables such as mortality
rates and indices of air pollution, along with other ecologic
covariates we assembled for the cities included in the ACS
Study. After this initial examination, we can use spatial
modeling techniques to assess and describe spatial auto-
correlation, and to develop spatial regression methods
describing any association between the covariates of
interest and mortality.

The spatial distributions of sulfate, sulfur dioxide, and
fine particles are displayed graphically in Figures 16, 17,
and 18, respectively. We derived the smoothed surfaces of
pollutant concentrations by using kriging methods to
interpolate values between the cities for which direct mea-
surements of these pollutants were available. In these
three maps, darker colors represent higher pollution
levels. High levels of both sulfate and sulfur dioxide tend
to cluster in the Lower Great Lakes area. They exhibit sim-
ilar spatial patterns, although sulfur dioxide is spatially
more concentrated than sulfate. This observation raises the
possibility that some of the effect attributed to sulfate pol-
lution in the original ACS Study may have resulted from
sulfur dioxide. High values for fine particles are clustered
slightly farther south. All three pollutants exhibit higher
concentrations in the east than in the west.

The uncertainty in these kriged estimates is considered
in Appendix H (see Figures H.3, H.4, and H.5). In general,
uncertainty is larger in those areas where the point sam-
ples (cities) are less dense. The standard errors of the
kriged estimates are largest in the Upper Midwest where
the point coverage is most sparse. The standard errors of
most of the interpolated sulfur dioxide levels are less than
1.1 ppb, corresponding to a pointwise 95% confidence
limit of 
�2.2 ppb or less; in most of the Eastern United
States, the confidence limits are within 
�1.37 ppb. For sul-
fate, the largest errors are also in the Upper Midwest and
along the borders of Oregon and Wyoming. In these areas,
the contour surfaces are accurate to within 
�1.17 �g/m3.
For large portions of the Eastern United States, the errors
are less than 
�0.39 �g/m3.

Uncertainties in the fine particle dataset are somewhat
larger because there are fewer cities in the fine particle
cohort (50) than in the sulfate cohort (151). The Upper
Midwest again displays the largest errors, with estimates
of fine particle levels accurate to within 
�2.1 �g/m3. The
most precise estimates are found for the Lower Great Lakes
area and the Southeast, where the monitoring networks are
densest. For most of this region, predictions are accurate to
within 
�1.37 �g/m3.

Spatial overlays of the mortality rates and air quality
levels are shown in Figures 19, 20, and 21. We prepared
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these displays by first categorizing both mortality rates and
pollutant levels into three equal intervals, and then
selecting areas of intersection among the three categories of
each variable. For the overlay of sulfate and mortality,
intersections between high sulfate concentrations and high
and medium mortality rates cluster mostly in the Lower
Great Lakes area. (There was no intersection between high
sulfate concentrations and low mortality rates.) The
overlay of sulfur dioxide and mortality is similar, although
there are intersections only between high mortality rates
and high sulfur dioxide concentrations. (High sulfur
dioxide levels do not intersect with either medium or low
mortality rates.) Within the low sulfur dioxide category, a
cluster of high mortality rates appears along the Texas-
Oklahoma border.

The overlay of fine particles and mortality displays a
similar pattern in which high levels of fine particle pollu-
tion coincide only with high mortality rates. For the
medium levels of pollution, intersections exist for high and
medium mortality rates, but not for low mortality rates.
Only the low fine particle category intersects with the low
mortality rate category. The intersection of high fine par-
ticle air pollution and high mortality rate is centered on
Huntington WV. Areas along the Texas-Oklahoma border
display an intersection between low fine particle air pollu-
tion and high mortality rate. Overall, these graphic results
suggest a certain degree of spatial concordance between
high air pollution levels and high mortality rates.

Testing for Spatial Autocorrelation

We performed exploratory tests for spatial autocorrela-
tion in the response variables (mortality) and predictor
variables (air pollution and other ecologic covariates)
using global and local indicators of spatial autocorrelation
statistics, including the global Moran I and G statistics
(Getis and Ord 1996). We ran these tests using the S-PLUS
2000 spatial statistics package and macro programs devel-
oped by Sawada (1999) for Excel 97.

Global autocorrelation tests such as Moran I measure the
tendency, across all metropolitan areas, for higher (or
lower) values to cluster in space with other higher (or
lower) values. We evaluated significance against the result
expected if the data were randomly distributed in space.
Positive correlations with significant P values suggest that
high values in one metropolitan area tend to depend on
values in adjacent regions (ie, higher values will cluster in
space with other high values).

Global tests rely on the assumption of stationarity or
structural stability over space. Nonstationarity, meaning
that the relation among the attributes of interest varies spa-
tially, is quite common. Local indicators of spatial associa-
tion allow for local instabilities or nonstationarity in the
data and point out areas with potential “hot spots” or clus-
ters. The clusters indicate subregions of the study area that
may have higher or lower values of attributes, such as risk
of mortality, than one would expect by chance.

Results from the exploratory autocorrelation tests indi-
cated significant spatial autocorrelation in the majority of
the mortality outcomes considered in the Cox propor-
tional-hazards model. Although they were significant,
most of the Moran I correlation coefficients were fairly
low. The results from the global Moran test indicated that
mortality from all causes and from cardiopulmonary dis-
ease displays significant positive autocorrelation
(Table 39) within the spatial structure of the weight matrix
described in Appendix H. This suggests that high values in
a given metropolitan area depend partly on other high
values in adjacent metropolitan areas. In other words, high
values tend to cluster together in space. Positive spatial
autocorrelation usually suggests some misspecification in
the original model (ie, the Cox proportional-hazards model
with individual covariates), such as the omission of
relevant covariates, incorrect functional form, or systemat-
ic mismeasurement of one of the variables (Odland 1988).

Spatial autocorrelation most often arises when some
variable is omitted (Odland 1988), raising the possibility
that part of the effect attributed to air pollution may

Table 39. Results of Global Tests for Spatial Autocorrelation in the Mortality Rate Ratios Using the Moran I and G Statistics

Significant Hot Spots? (Moran G)

Cause of Death Moran I D = 600 km D = 440 km

All causes 0.225 (P < 0.001) Yes; western lower Great Lakes 
to the Carolina Coast

Yes; similar but smaller 
pattern; not as far south

Cardiopulmonary disease 0.197 (P < 0.001) Yes; lower Great Lakes east 
to Virginia and Maryland

Yes; similar but smaller 
pattern

Lung cancer 0.0307 (P = 0.436) No No
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actually be due to some missing variable that is contiguous
in space. We addressed this issue using spatial analytic
models that incorporate the ecologic covariates assembled
by the Reanalysis Team for the ACS Study.

Lung cancer mortality rates showed no significant auto-
correlation within the spatial structure used for this anal-
ysis. This may be because the processes responsible for
this outcome are not autocorrelated, or because the struc-
ture of the autocorrelation function differs from that corre-
sponding to the spatial weight matrix. When the data were
filtered with the local G statistic, we saw significant clus-
tering in rates of all-cause mortality and cardiopulmonary
disease mortality (see Table 39).

We conducted a sensitivity analysis to examine spatial
dependence at lag distances ranging from 300 to 800 km.
This analysis showed that 600 km was the critical distance
beyond which spatial dependence decreased; consequently,
we chose 600 km as the radius for the spatial filtering tech-
niques discussed below.

Several key points arise from this analysis of spatial
autocorrelation of mortality rates. Most of the relative risks
of mortality display significant global autocorrelation,
which needs to be taken into account in risk modeling.
Local autocorrelation is significant as well, particularly in
the Lower Great Lakes area. These results appear robust to
alternative lag distances.

Sulfate and sulfur dioxide also show significant global
autocorrelation, locally tending to cluster in the same pat-
tern as the mortality rates. On the basis of the autocorrela-
tion tests, individual risk factors represented in the Cox
model apparently do not explain all of the observed spatial
variation in mortality rate in the ACS Study data. The
missing variable appears to cluster in areas of high air pol-
lution, although it is difficult to determine whether sul-
fate, sulfur dioxide, or some combination of both is behind
the observed spatial autocorrelation. We used the spatial
regression methods discussed below to address this issue.

Two-Stage Spatial Regression Methods

The Reanalysis Team developed a two-stage regression
method to take into account spatial patterns in the mortality
rate data and clustering by city. In Stage 1, we regressed risk
factor information at the individual level (specifically,
those risks included in our Extended Model, discussed in
the Alternative Risk Models section) and indicator func-
tions for city (selecting one city as an index) using the Cox
model, assuming that the data are statistically independent.
For the sulfate cohort, we used Greenville SC as the index
city because it had sulfate levels near the mean concentra-
tion (11 �g/m3). We selected Raleigh NC as the index city for
the fine particle cohort. After we adjusted for individual-

level risk information, the logarithms of the mortality rates
associated with exposure to fine particle air pollution in
each city were, in fact, comparable to those in Greenville.
Therefore, we note that any index city could have been
selected with identical results.

In Stage 2, we regressed the logarithms of the city-spe-
cific relative mortality rates on ecologic variables that have
common values for all cohort members within each city
but vary among cities, including indices of air pollution
and the ecologic covariates discussed previously. The sta-
tistical uncertainty in the estimated mortality rates in this
step is taken into account by weighting the mortality rates
by the sum of the variation in relative risks between cities
and their estimation errors. (The estimation error is
obtained from the Cox model.)

Our method of estimating adjusted city-specific mor-
tality rates has the limitation that the estimate for each city
was obtained as a comparison to an index city (Greenville
SC). This induces additional covariation in the city-spe-
cific mortality estimates and inflates the variance of each
estimate. We corrected for this variance inflation using an
approach suggested by Easton and colleagues (1991). This
approach also yields a variance estimate for the index city,
so it can be used in the second step of the analysis, which
requires a weight to be assigned to the city-specific mor-
tality rates.

Because the covariance between the estimates of the
city-specific mortality rates was almost identical for each
city, the Easton adjustment is greatly simplified. The vari-
ance estimate for the index city is the average of the cova-
riances of the city-specific estimates, and the adjusted
variance for each city is the difference between the vari-
ance obtained from the Cox model and the average of the
covariances.

Our random effects model assumes that the logarithms
of the city-specific mortality rates follow a statistical dis-
tribution, with the expected values given by a linear
regression model composed of city-level variables and a
dispersion parameter that represents the true variation in
the logarithms of the city-specific mortality rates, after
adjusting for all risk factor information at the city level.
(Note we had previously adjusted the mortality rates for
individual-level information in Stage 1 of the analysis.)
However, we could not observe the true values of the city-
specific mortality rates and used estimates from Stage 1
that contained some inherent uncertainty. This uncer-
tainty can be incorporated in Stage 2 by assuming that the
variance of the logarithm of the city-specific mortality rate
estimates is given by the sum of the true variation in rates
between cities and the city-specific estimation error.
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Part II: Sensitivity Analyses

Implementation of Stage 2 of the two-stage regression
approach involved the following four steps.

1. We obtained an initial estimate of the true variation in
mortality between cities, using a method developed
by DerSimonian and Laird (1986) that employs no
city-level covariates. This method assumes knowledge
only of the mean and variance structure of the data
and is relatively simple to implement.

2. We used weighted linear regression methods to
regress the logarithms of the city-specific mortality
rates on city-level covariates, weighted by the inverse
of the sum of the initial estimate of the true variance
in rates between cities and the city-specific estima-
tion variances.

3. We then used residuals from the model in step 2 to
obtain an updated estimate of the true variability in
rates between cities.

4. Finally, we repeated step 2 using an updated estimate
of between-city variance.

We also estimated the effects on mortality of various
indices of air pollution and several other covariates mea-
sured at the community level, setting the variation in rates
to zero and the residual variance equal to the within-city
estimation error. For these analyses, we assumed that the
observations were independent and not clustered by city.
(This independence assumption was also made in the Cox
model.) We compared the results of our two-stage estima-
tion approach to those of the Cox model for these analyses.

Variation in mortality rates between cities incurs a
weighting scheme in which the weights are more uniform
between cities compared with a scheme in which we
assume no such variation (ie, the Independence Cities
Model). When weights are more uniform, cities with large
sample sizes will carry relatively less weight in the regres-
sion model than when we assume the observations are
independent. As the estimation of error of the city-specific
mortality grows smaller, the weight it is assigned in the
second stage of the analysis grows larger. We would assign
almost equal weights to every city if the true variation in
rates was much greater than the error of the city-specific
mortality rate estimates. The relative magnitude of the
between-city variation in mortality rates compared with
the average of the within-city estimation error determines
the weighting scheme used in the analysis.

The Reanalysis Team used logarithms of the estimated
city-specific mortality rates adjusted for the individual-
level risk factors and their corresponding variances (which
include the estimate of the true variation between cities) as

input to our spatial analyses. We focused on four different
two-stage regression models that afforded increasing con-
trol for spatial autocorrelation (see Tables 40 through 49).

Independent Observations Model The two-stage Inde-
pendent Observations Model, like the standard Cox model,
assumes that all observations are statistically independent.
We obtained relative risks of mortality by fitting the Cox
model with an indicator variable for each city in the first
stage, and then combining the city-specific relative risks in
the second stage with weights proportional to the standard
errors of the relative risks in the second stage. This model
provides a baseline against which either model can be
compared.

Independent Cities Model The Independent  Ci t ies
Model, which allows for clustering in mortality rates by
city, employs a random effects approach to describe
between-city variation. The random effects approach
avoids the assumption of independent observations by
incorporating between-city variation into the second-stage
weights. However, this approach assumes that the city-
specific mortality rates are statistically independent,
thereby ignoring possible regional patterns in mortality
that extend beyond MSA boundaries.

Regional Adjustment Model To allow for the possibility
of regional effects, we conducted further analyses in which
an indicator variable represented each of the seven regions
shown in Figure 15. We then combined these indicator vari-
ables in the second stage to allow for residual between-city
variation.

Spatial Filtering Model The final analysis summarized
in Table 40 uses spatial filtering techniques to remove
regional patterns in both mortality and the ecologic predic-
tors of mortality. Variation in relative risks between cities
was modeled using the two-stage random effects regression
approach on the filtered mortality and ecologic covariate
data. In contrast, the previous Regional Adjustment Model
adjusts for spatial patterns in mortality, but not in the eco-
logic covariates used to predict mortality (see Appendix H
for a more detailed explanation). The spatial filtering
approach compares the relative risk of mortality for a given
city to the risks for cities within a specified distance of that
city. The distance (600 km) was selected such that the
residual spatial autocorrelation was minimized. The
results of applying these four two-stage regression methods
to the sulfate and fine particle cohorts of the ACS Study are
described below.
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Part II: Sensitivity Analyses

Spatial Analysis of the Sulfate Cohort

All-Cause Mortality Using the two-stage methods
described above, we calculated the relative risk of mor-
tality from all causes associated with exposure to sulfate
(Table 40). For each of the four types of analyses, the first
column of results in Table 40 represents the sulfate-expo-
sure-associated relative risk of mortality from all causes,
adjusted for each of the ecologic covariates considered; the
second column represents the relative risk of all-cause
mortality for the ecologic covariate, adjusted for sulfate.
Because we were unable to obtain information on some
ecologic covariates for certain cities (see Table 33), the rel-
ative risk of mortality associated with sulfate alone varied
with the set of cities for which data were available for the
covariate.

With some exceptions, the relative risk of all-cause mor-
tality associated with exposure to sulfate in each of these
subsets of cities was generally comparable to that calcu-
lated using all 151 cities. Differences occurred in the Inde-
pendent Cities Model, in which RR = 1.25 (95% CI: 1.13–
1.37) for all-cause mortality associated with sulfate, some-
what higher than the RR = 1.17 (95% CI: 1.01–1.35) in the
95 cities for which data on relative humidity were avail-
able. Under the Regional Adjustment Model, the relative
risks of mortality associated with exposure to sulfate in
these same 95 cities (RR = 1.15, 95% CI: 0.95–1.39) for
which relative humidity data were available and the 110
cities (RR = 1.12, 95% CI: 0.96–1.31) for which altitude
was available were somewhat lower than the relative risk
based on all 151 cities (RR = 1.19, 95% CI: 1.06–1.34).
Under the Filtered Both Sides Model, the relative risk of
all-cause mortality associated with sulfate exposure was
not significant in the subsets of cities for which data were
available on education (151 cities), temperature variation
(135 cities), relative humidity and relative humidity varia-
tion (95 cities), altitude (110 cities), water hardness (109
cities), and SO2 (113 cities).

Under the Independent Observations Model, applied to
all 151 cities in the sulfate cohort, the relative risk of mor-
tality from all causes (see Table 40) was estimated to be
1.17 (95% CI: 1.07–1.27). This was similar to the estimate
(RR = 1.15, 95% CI: 1.09–1.21) arrived at with the Cox pro-
portional-hazards regression model (see Table 34). The
association between exposure to sulfate and all-cause mor-
tality remained significant after adjustment for each of the
individual ecologic covariates other than population
change and exposure to sulfur dioxide. Whereas popula-
tion change correlated negatively with mortality when
analyzed as the covariate alone, exposure to sulfur dioxide
demonstrated a positive association (see Table 40).

When we allowed for clustering by city in the Indepen-
dent Cities Model, we obtained higher estimates of the rel-
ative risk of all-cause mortality from exposure to sulfate
than we did in the Independent Observations Model. In
the Independent Cities Model, the city-specific weights
used in the second stage were more uniform than in the
Independent Observations Model, so that larger cities are
assigned less weight. In this case, the association between
sulfate and mortality remained significant even after
adjustment for population change.

Although the Independent Cities Model allows for clus-
tering within cities, it does not allow for clustering at a
broader regional level. To evaluate the validity of this anal-
ysis, we used the Moran I test for global spatial autocorre-
lation to test for regional clustering within a radius of 600
km. Except for the analyses adjusted for water hardness
and sulfur dioxide, in all cases the residuals demonstrated
significant (P < 0.05) spatial autocorrelation, indicating the
need to allow for regional clustering in the analysis.

When we adjusted for spatial clustering in city-specific
mortality rates (Regional Adjustment Model) using the
seven regions shown in Figure 15, we obtained relative
risk estimates closer to those of the Independent Observa-
tions Model, although the confidence limits were some-
what wider. This reduction in risk accompanying regional
adjustment suggests that part of the apparent sulfate effect
observed with the Independent Cities Model is the result
of spatial concordance between mortality and air pollu-
tion. We observed little evidence of residual spatial auto-
correlation after regional adjustment, indicating that the
Regional Adjustment Model removes broad regional
trends in the data.

The final analysis summarized in Table 40, which used
spatial filtering techniques before regression analysis was
applied, removed regional trends in both mortality and
each of the ecologic covariates considered. This analysis
provided a more complete adjustment for regional patterns
in the data without the need to specify regional boundaries
as in the Regional Adjustment model. The Spatial Filtering
Model resulted in relative risks of all-cause mortality asso-
ciated with exposure to sulfate that were lower than those
from the Regional Adjustment Model. The effect of expo-
sure to sulfate without adjustment for any of the ecologic
covariates remained significant (RR = 1.09, 95% CI: 1.01–
1.19) but lower than in the Independent Cities Model;
again, however, it was no longer significant after adjust-
ment was made for exposure to sulfur dioxide.

We evaluated the stability of the sulfate–mortality asso-
ciation to adjustment for the effects of multiple ecologic
covariates by conducting three additional multivariate
regression analyses. The first analysis included all four
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gaseous copollutants (CO, NO2, O3, and SO2), in addition
to sulfate, and was intended to examine the effect of sul-
fate after adjusting for all of the gaseous copollutants
simultaneously. The second included population change
and all of the socioeconomic factors (educational attain-
ment, income, poverty rate, income disparity, and unem-
ployment rate) along with sulfate. The third analysis
included all ecologic covariates that individually pro-
duced a 25% change in the relative risk of mortality asso-
ciated with sulfate (the covariates included were different
for each analysis).

Because sulfur dioxide was the only gaseous copol-
lutant that appeared to be associated strongly with all-
cause mortality (Table 41), simultaneous adjustment for all
four gaseous copollutants led to sulfate-associated relative
risks of mortality somewhat similar to those obtained
when we adjusted for sulfur dioxide alone. We did not see
a marked impact on the association between sulfate and
all-cause mortality when we adjusted simultaneously for
all demographic and socioeconomic variables.

Cardiopulmonary Disease Mortality Although expo-
sure to sulfate was significantly associated with cardiopul-
monary mortali ty (Table 42)  under the Regional
Adjustment Model based on all 151 cities (RR = 1.19, 95%
CI: 1.06–1.34), the sulfate-associated relative risk of car-
diopulmonary disease mortality was not significant in cer-
tain subsets, notably the 95 cities in which data on relative
humidity were available (RR = 1.15, 95% CI: 0.88–1.39).
Under the Filtered Both Sides Model, the sulfate-associ-
ated effect also was not significant in certain subsets of
cities for which ecologic data were available (notably edu-
cation: RR = 1.08, 95% CI: 0.96–1.22; relative humidity:
RR = 1.10, 95% CI: 0.91–1.31; relative humidity variation:
RR = 1.09, 95% CI: 0.90–1.31; and altitude: RR = 1.12, 95%
CI: 0.96–1.29), whereas the relative risk based on all 151
cities (RR = 1.13, 95% CI: 1.01–1.27) achieved nominal
statistical significance.

The relative risk of cardiopulmonary disease mortality
associated with exposure to sulfate (see Table 42) obtained
with the Independent Observations Model was 1.25 (95%
CI: 1.12–1.39), again similar to the value of 1.25 (95% CI:
1.16–1.36 [see Table 20, Extended Model]) achieved using
the Cox regression. The sulfate-associated effect remained
significant after adjustment for any one of the ecologic
covariates considered, including sulfur dioxide. As was
the case with mortality from all causes, the relative risk of
cardiopulmonary mortality associated with exposure to
sulfate tended to increase when we used the Independent
Cities Model but to decrease when we applied both the
Regional Adjustment Model and the Spatial Filtering

Models. Although we found consistent evidence of spatial
autocorrelation with the Independent Cities Model, we
saw little evidence of residual spatial autocorrelation after
we applied the Regional Adjustment Model. Cardiopulmo-
nary disease mortality appeared to be associated with the
unemployment rate and water hardness in addition to sul-
fate and sulfur dioxide, although neither unemployment
nor water hardness had a marked impact on the associa-
tion between sulfate and cardiopulmonary mortality. The
effect of sulfate was diminished somewhat in multiple
covariate models (Table 43), but remained elevated even
with maximal adjustment for spatial autocorrelation.

Lung Cancer Mortality Exposure to airborne sulfate was
associated with lung cancer mortality (Table 44) in both
the Independent Observations Model (RR = 1.31, 95% CI:
1.05–1.65) and the Independent Cities Model (RR = 1.39,
95% CI: 1.09–1.75). None of the other ecologic covariates
appeared to be associated with lung cancer, nor did they
appreciably alter the association between sulfate and lung
cancer mortality. The relative risk of lung cancer mortality
associated with exposure to sulfate remained elevated
after adjustment for multiple covariates (Table 45). Lung
cancer exhibited a high degree of spatial homogeneity and
there was no evidence of spatial autocorrelation in the
Independent Cities Model; thus no attempt was made to
remove it using either the Regional Adjustment Model or
Spatial Filtering Model.

Spatial Analysis of the Fine Particle Cohort

All-Cause Mortality Exposure to fine particles was
associated with all-cause mortality (Table 46) under the
Independent Observations Model (RR = 1.18, 95% CI:
1.03–1.35). The relative risk increased (RR = 1.29, 95% CI:
1.12–1.48) under the Independent Cities Model, but
dropped (RR = 1.16, 95% CI: 0.99–1.37) after we applied the
Regional Adjustment Model. We were unable to apply the
Spatial Filtering Model, largely because of the limited
number of cities (50) in the fine particle cohort.

Sulfur dioxide pollution appeared to be strongly associ-
ated with all-cause mortality in the fine particle cohort, as
it was in the sulfate cohort. Water hardness also showed an
association with all-cause mortality in the fine particle
cohort, but it had little effect in the sulfate cohort. The rel-
ative risk of all-cause mortality associated with exposure
to fine particles remained elevated, if not significant, in
the Independent Cities and Regional Adjustment Models.
The relative risk of all-cause mortality associated with
exposure to fine particles was not altered greatly after
adjusting for all demographic and socioeconomic covari-
ates, although the relative risk was reduced markedly in
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Part II: Sensitivity Analyses

Table 41. Impact of Multiple Ecologic Covariates on the Relative Risks of Mortality from All Causes Associated with an 
Increase in Sulfate Using Two-Stage Spatial Analytic Methodsa

Spatial Analytic 
Model

Number 
of Cities

Relative Risk 
Calculated for 
Sulfate Alone

Ecologic Covariates 
Incorporated into 

Adjusted Analyses

Relative Risk After Adjusting for 
Ecologic Covariatesb

Sulfate SO2

Demographic and Socioeconomic Factors
Independent Observations 139 1.16 (1.10–1.23)

}
Population change, 

income, poverty, 
income disparity, 
unemployment, 
education 

1.10 (1.02–1.18) NC
Independent Cities 139 1.24 (1.13–1.37) 1.17 (1.05–1.31) NC
Regional Adjustment 139 1.18 (1.04–1.34) 1.21 (1.06–1.38) NC
Spatial Filteringc 139 1.10 (1.00–1.20) 1.11 (1.01–1.21)d NC

Gaseous Copollutants
Independent Observations 58 1.11 (1.04–1.19) } CO, NO2, O3, SO2 

1.06 (0.98–1.14) 1.41 (1.31–1.52)
Independent Cities 58 1.25 (1.10–1.43) 1.05 (0.93–1.18) 1.39 (1.24–1.55)
Regional Adjustment 58 1.25 (1.03–1.51) 1.06 (0.90–1.26) 1.28 (1.12–1.46)
Spatial Filteringc 102 1.09 (0.99–1.19) O3, SO2 1.05 (0.96–1.14) 1.19 (1.09–1.29)

25%e

Independent Observations 44 1.12 (1.03–1.21) Population change, 
whites, temperature 
variation, relative 
humidity variation, 
altitude, SO2 

1.18 (1.07–1.30) 1.22 (1.09–1.37)

Independent Cities 103 1.28 (1.16–1.42) Population change, SO2 1.10 (0.99–1.22) 1.23 (1.11–1.37)
Regional Adjustment 113 1.21 (1.07–1.37) SO2 1.10 (0.97–1.24) 1.23 (1.11–1.36)
Spatial Filteringc 50 1.05 (0.91–1.22) Education, relative 

humidity, altitude, 
SO2

1.09 (0.94–1.26) 1.07 (0.95–1.22)

a Effects were evaluated for the respective range of each covariate specified in Appendix G, which is available upon request from the Health Effects Institute. 
Data are RRs with 95% CIs.

b NC = Relative risks associated with SO2 were not calculated in some multivariate models.
c Used the Filtered Both Sides Model.
d The residuals are spatially autocorrelated (P < 0.10) using the Moran I statistic.
e Incorporated all ecologic covariates that, when analyzed individually in a bivariate model, were found to produce a change of 25% or more in the excess 

relative risk associated with sulfate.
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Table 43. Impact of Multiple Ecologic Covariates on the Relative Risks of Mortality from Cardiopulmonary Disease Associated 
with an Increase in Sulfate Using Two-Stage Spatial Analytic Methodsa

Spatial Analytic 
Model

Number 
of Cities

Relative Risk 
Calculated for 
Sulfate Alone

Ecologic Covariates 
Incorporated into 

Adjusted Analyses

Relative Risk After Adjusting for 
Ecologic Covariatesb

Sulfate SO2

Demographic and Socioeconomic Factors
Independent Observations 139 1.24 (1.15–1.34)

}
Population change, 

income, poverty, 
income disparity, 
unemployment, 
education 

1.15 (1.04–1.28) NC
Independent Cities 139 1.28 (1.13–1.45)  1.18 (1.02–1.37)c NC
Regional Adjustment 139 1.19 (1.01–1.40) 1.21 (1.01–1.44) NC
Spatial Filteringd 139 1.12 (1.00–1.26) 1.12 (0.99–1.27) NC

Gaseous Copollutants
Independent Observations 58 1.23 (1.11–1.36) } CO, NO2, O3, SO2 

1.11 (0.99–1.24) 1.43 (1.29–1.59)
Independent Cities 58 1.31 (1.13–1.52) 1.11 (0.97–1.27) 1.42 (1.25–1.61)
Regional Adjustment 58 1.36 (1.08–1.72) 1.15 (0.93–1.42) 1.30 (1.11–1.52)
Spatial Filteringd 102 1.14 (1.02–1.28) O3, SO2 1.10 (0.99–1.23) 1.33 (1.17–1.51)

25%e

Independent Observations 45 1.21 (1.07–1.36) Population change, 
unemployment, 
temperature varia-
tion, relative humid-
ity variation, altitude, 
SO2 

1.02 (0.84–1.25) 1.37 (1.16–1.62)

Independent Cities 103 1.34 (1.18–1.51) Population change, 
education, SO2

1.07 (0.93–1.24) 1.29 (1.14–1.46)

Regional Adjustment 113 1.25 (1.07–1.47) SO2 1.12 (0.96–1.32) 1.18 (1.08–1.28)
Spatial Filteringd 72 1.10 (0.92–1.31) Education, relative 

humidity, relative 
humidity variation, 
SO2

1.20 (1.01–1.43) 1.19 (1.02–1.38)

a Effects were evaluated for the respective range of each covariate specified in Appendix G, which is available upon request from the Health Effects Institute. Data are 
RRs with 95% CIs.

b NC = Relative risks associated with SO2 were not calculated in some multivariate models.
c The residuals are spatially autocorrelated (P < 0.05) using the Moran I statistic.
d Used the Filtered Both Sides Model.
e Incorporated all ecologic covariates that, when analyzed individually in a bivariate model, were found to produce a change of 25% or more in the excess relative 

risk associated with sulfate.
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Table 44. Impact of Individual Ecologic Covariates on the Relative Risks of Mortality from Lung Cancer Associated with 
an Increase in Sulfate Using Two-Stage Spatial Analytic Methodsa

Independent Observations Random Effects Independent Citiesb

Ecologic Covariate Sulfate Covariate Sulfate Covariate

Sulfate Alone 1.31 (1.05–1.65) 1.39 (1.09–1.75)

Demographic Factors
Population change 1.27 (1.03–1.57) 0.97 (0.82–1.15) 1.36 (1.04–1.77) 0.99 (0.80–1.23)
Whites 1.33 (1.10–1.62) 1.04 (0.91–1.20) 1.39 (1.09–1.78) 1.02 (0.85–1.22)
Blacks 1.35 (1.11–1.65) 0.93 (0.79–1.10) 1.40 (1.10–1.80) 0.96 (0.78–1.18)

Socioeconomic Factors
Income 1.31 (1.08–1.58) 0.98 (0.84–1.15) 1.39 (1.09–1.76) 1.01 (0.82–1.24)
Poverty 1.32 (1.09–1.59) 1.03 (0.89–1.20) 1.39 (1.09–1.76) 0.99 (0.81–1.20)
Income disparity 1.30 (1.08–1.57) 0.87 (0.72–1.05) 1.38 (1.09–1.75) 0.90 (0.71–1.15)
Unemployment 1.27 (1.05–1.55) 1.13 (0.93–1.38) 1.34 (1.06–1.71) 1.15 (0.90–1.46)
Education 1.30 (1.06–1.61) 0.98 (0.79–1.23) 1.38 (1.06–1.80) 1.00 (0.75–1.31)

Health Services 
Physicians 1.27 (1.05–1.54) 0.90 (0.74–1.10) 1.35 (1.06–1.71) 0.92 (0.72–1.19)
Hospital beds 1.30 (1.07–1.57) 0.89 (0.71–1.13) 1.37 (1.08–1.75) 0.87 (0.66–1.15)

Climate 
Temperature 1.34 (1.10–1.64) 0.98 (0.84–1.14) 1.43 (1.12–1.84) 0.99 (0.82–1.21)
Temperature variation 1.37 (1.12–1.68) 0.95 (0.78–1.15) 1.46 (1.14–1.88) 0.92 (0.72–1.18)
Relative humidity 1.33 (1.00–1.78) 1.22 (0.93–1.58) 1.34 (0.96–1.87) 1.21 (0.90–1.63)
Relative humidity variation 1.45 (1.13–1.87) 1.11 (0.89–1.39) 1.47 (1.10–1.97) 1.08 (0.84–1.40)

Physical Environment
Altitude 1.11 (0.89–1.40) 0.76 (0.58–0.99) 1.13 (0.86–1.50) 0.75 (0.56–1.01)
Water hardness 1.26 (1.03–1.53) 0.94 (0.79–1.13) 1.41 (1.08–1.86) 0.94 (0.75–1.18)

Gaseous Copollutants
CO 1.26 (1.03–1.53) 0.82 (0.67–0.99) 1.29 (1.03–1.61) 0.83 (0.66–1.03)
NO2 1.31 (1.05–1.65) 0.87 (0.72–1.05) 1.36 (1.04–1.76) 0.88 (0.71–1.10)
O3 1.30 (1.07–1.59) 0.71 (0.53–0.96) 1.33 (1.07–1.65) 0.72 (0.57–0.91)
SO2 1.37 (1.08–1.73) 0.94 (0.75–1.18) 1.39 (1.08–1.81) 0.94 (0.73–1.20)

a Effects were evaluated for the respective range of each covariate specified in Appendix G, which is available upon request from the Health Effects Institute. 
Data are RRs with 95% CIs.

b Neither the raw lung cancer relative risks nor the residuals of the Independent Cities Model incorporating spatially autocorrelated sulfate and covariate 
values were found to be spatially autocorrelated. Therefore, it was not necessary to analyze Regional Adjustment or Spatial Filtering Models.
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multiple covariate models that included sulfur dioxide as
a copollutant (Table 47). (In contrast, the effect of exposure
to sulfur dioxide persisted even in the three multiple cova-
riate analyses considered.)

Cardiopulmonary Disease Mortality Fine particle air
pollution alone was associated with cardiopulmonary
mortality (Table 48) under all three models considered,
with relative risks of 1.30, 1.38, and 1.24 under the Inde-
pendent Observations, Independent Cities, and Regional
Adjustment Models, respectively. In the fine particle
cohort, as in the sulfate cohort, unemployment appeared
to be associated with cardiopulmonary mortality, although
adjustment for unemployment rate in the sulfate cohort
did not have a marked impact on the relative risk. Sulfur
dioxide was strongly associated with cardiopulmonary
disease mortality, although the fine particle effect on car-
diopulmonary disease mortality was not eliminated by
adjustment for exposure to sulfur dioxide. After we
applied the Regional Adjustment Model, there was no evi-
dence of residual spatial autocorrelation in cardiopulmo-
nary mortality as there had been for all-cause mortality.
Multivariate adjustment (Table 49) reduced, but did not
eliminate, the fine particle–cardiopulmonary association.

Lung Cancer Mortality Because we detected no associa-
tion between exposure to fine particles and lung cancer

mortality using Cox regression, we conducted no further
spatial analyses.

Simultaneous Autoregressive Models

In the preceding section, we used two approaches to
adjust for broad spatial patterns in the ACS data. In the
first, we used the Regional Adjustment Model to remove
spatial variation in mortality rates, adjusting the city-spe-
cific values for broad regional patterns. In the second, we
used spatial filtering techniques to remove spatial patterns
in both the mortality data and the city-level variables
before we linked them together. With this analytic
approach, after broad regional patterns have been
removed, attributes of both predictor and response vari-
ables are compared using random effects regression
methods.

We further examined the robustness of our results to the
method of controlling for spatial autocorrelation by using a
third modeling approach, namely the Simultaneous
Autoregressive Model described in Appendix H. In this
approach the logarithms of the city-specific mortality rates
are the response variables and are assumed to be normally
distributed. City-level covariates are included as predictors
of mortality; however, the error structure incorporates the
spatial autocorrelation between mortality rates after
accounting for city-level predictors of mortality.

Table 45. Impact of Multiple Ecologic Covariates on the Relative Risks of Mortality from Lung Cancer Associated with an 
Increase in Sulfate Using Two-Stage Spatial Analytic Methodsa

Spatial Analytic 
Model

Number 
of Cities

Relative Risk 
Calculated for 
Sulfate Alone

Ecologic Covariates 
Incorporated into 

Adjusted Analyses

Relative Risk After Adjusting for 
Ecologic Covariatesb

Sulfate SO2

Demographic and Socioeconomic Factors
Independent Observations 139 1.29 (1.07–1.56) } Population change, 

income, poverty, 
income disparity, 
unemployment, 
education 

1.14 (0.89–1.45) NC
Independent Cities 139 1.36 (1.07–1.74) 1.23 (0.90–1.68) NC

Gaseous Copollutants
Independent Observations 58 1.42 (1.11–1.80) } CO, NO2, O3, SO2 

1.61 (1.21–2.15) 0.87 (0.65–1.17)
Independent Cities 58 1.48 (1.12–1.96) 1.63 (1.19–2.23) 0.90 (0.67–1.21)

25%c

Independent Observations 68 1.61 (1.22–2.14) } Relative humidity, 
altitude

1.39 (0.98–1.99) NC
Independent Cities 68 1.62 (1.21–2.16) 1.39 (0.97–2.01) NC

a Effects were evaluated for the respective range of each covariate specified in Appendix G, which is available upon request from the Health Effects Institute. 
Data are RRs with 95% CIs.

b NC = Relative risks associated with SO2 were not calculated in some multivariate models.
c Incorporated all ecologic covariates that, when analyzed individually in a bivariate model, were found to produce a change of 25% or more in the excess 

relative risk associated with sulfate.
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The correlation structure is based on the nearest-
neighbor concept, which assumes that a city is more influ-
enced by its nearest neighbor than by any other city, no
matter how far away the nearest neighbor is. A city’s neigh-
bors are defined in the following manner. First, each of the
151 cities is assigned a Thiessen polygon, a geographic
area within which all points within the polygon are closer
to the city enclosed than to any other city. Then the neigh-
bors of any city are determined as those in all the Thiessen
polygons touching the polygon of that city. Each city may
have a different number of neighbors, and the nearest
neighbor will be a different distance away for each city. We
derived a correlation structure in which a city’s residual

response correlates only with the residual responses of its
neighbors. Cities that are not neighbors are not assumed to
be correlated. We assumed a common correlation param-
eter for the entire dataset and estimated it simultaneously
with the regression parameters using maximum likelihood
techniques in S-PLUS. We also weighted the analysis by
the inverse of the sum of the estimate of the variation in
mortality rates between cities and the estimation error for a
given city, thus incorporating the concept of a random
effects model in the analysis.

We also considered a modified nearest-neighbor mod-
eling approach in which we assumed mortality rates

Table 46. Impact of Individual Ecologic Covariates on the Relative Risks of Mortality from All Causes Associated with an 
Increase in Fine Particles Using Two-Stage Spatial Analytic Methodsa

Ecologic Covariate

Independent Observations 

Random Effects

Independent Cities Regional Adjustment

Fine Particles Covariate Fine Particles Covariate Fine Particles Covariate

Fine Particles Alone 1.18 (1.03–1.35) 1.29 (1.12–1.48)b 1.16 (0.99–1.37)

Demographic Factors
Population change 1.07 (0.98–1.17) 0.86 (0.81–0.92) 1.19 (1.01–1.39) 0.88 (0.77–0.99) 1.18 (0.97–1.42)c 1.00 (0.85–1.16)
Whites 1.28 (1.17–1.40) 1.15 (1.08–1.23) 1.33 (1.16–1.53)c 1.12 (0.99–1.26) 1.19 (1.01–1.41)c 1.07 (0.96–1.20)
Blacks 1.27 (1.16–1.38) 0.88 (0.82–0.96) 1.34 (1.16–1.56)c 0.90 (0.78–1.03) 1.19 (1.00–1.41) 0.94 (0.81–1.10)

Socioeconomic Factors
Income 1.18 (1.10–1.27) 0.92 (0.86–0.98) 1.28 (1.11–1.47)b 0.96 (0.84–1.10) 1.15 (0.99–1.33)b 0.86 (0.77–0.96)
Poverty 1.23 (1.14–1.32) 0.87 (0.80–0.94) 1.32 (1.15–1.51)c 0.89 (0.78–1.02) 1.15 (0.97–1.37)c 1.03 (0.89–1.21)
Income disparity 1.23 (1.14–1.32) 0.83 (0.78–0.88) 1.30 (1.15–1.48) 0.84 (0.75–0.93) 1.17 (0.99–1.38) 0.94 (0.83–1.07)
Unemployment 1.16 (1.08–1.25) 1.07 (1.00–1.14) 1.28 (1.11–1.48)b 1.02 (0.90–1.15) 1.16 (0.98–1.37)c 1.02 (0.91–1.13)
Education 1.18 (1.09–1.28) 0.99 (0.93–1.06) 1.32 (1.12–1.55)b 1.03 (0.90–1.18) 1.14 (0.97–1.35)c 0.93 (0.81–1.07)

Health Services 
Physicians 1.19 (1.11–1.28) 0.94 (0.87–1.02) 1.30 (1.12–1.51)b 1.00 (0.85–1.18) 1.18 (0.98–1.41)c 0.99 (0.86–1.14)
Hospital beds 1.19 (1.10–1.28) 1.02 (0.93–1.13) 1.30 (1.13–1.50)b 1.02 (0.87–1.21) 1.18 (0.98–1.42)c 1.03 (0.88–1.21)

Climate 
Temperature 1.12 (1.03–1.21) 0.86 (0.81–0.91) 1.22 (1.08–1.39) 0.85 (0.77–0.94) 1.14 (0.98–1.33) 1.02 (0.86–1.20)
Temperature variation 1.08 (0.99–1.17) 1.16 (1.09–1.24) 1.19 (1.03–1.36)c 1.15 (1.02–1.29) 1.11 (0.94–1.31) 1.06 (0.94–1.20)
Relative humidity 1.18 (1.08–1.30) 1.00 (0.93–1.07) 1.23 (1.05–1.44)b 1.04 (0.91–1.19) 1.10 (0.91–1.34) 0.86 (0.69–1.07)
Relative humidity 

variation
1.21 (1.10–1.33) 0.93 (0.86–1.00) 1.26 (1.08–1.47)c 0.96 (0.83–1.10) 1.14 (0.94–1.39) 0.99 (0.81–1.20)

Physical Environment
Altitude 1.14 (1.05–1.24) 1.10 (1.03–1.17) 1.21 (1.02–1.43) 1.03 (0.90–1.17) 1.09 (0.91–1.31) 1.02 (0.89–1.16)
Water hardness 1.16 (1.08–1.25) 1.14 (1.07–1.22) 1.28 (1.11–1.49)b 1.13 (1.00–1.29) 1.17 (0.98–1.40)c 1.08 (0.94–1.23)

Gaseous Copollutants
CO 1.18 (1.10–1.27) 0.92 (0.87–0.98) 1.28 (1.10–1.48)c 0.95 (0.83–1.09) 1.17 (0.98–1.39)b 0.97 (0.85–1.10)
NO2 1.21 (1.11–1.33) 0.91 (0.85–0.97) 1.33 (1.12–1.58) 0.94 (0.81–1.09) 1.18 (1.00–1.40) 0.93 (0.80–1.08)
O3 1.19 (1.10–1.28) 0.89 (0.83–0.96) 1.27 (1.11–1.46)b 0.92 (0.80–1.06) 1.11 (0.96–1.28) 1.12 (1.00–1.26)
SO2 1.03 (0.95–1.13) 1.46 (1.31–1.62) 1.14 (0.98–1.32) 1.40 (1.17–1.67) 1.11 (0.93–1.33) 1.24 (1.04–1.48)

a Effects were evaluated for the respective range of each covariate specified in Appendix G, which is available upon request from the Health Effects Institute. 
Data are RRs with 95% CIs.

b The residuals are spatially autocorrelated (P < 0.05) using the Moran I statistic.
c The residuals are spatially autocorrelated (P < 0.10) using the Moran I statistic.
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among cities were correlated when the cities were nearest
neighbors or were within the average distance between
cities (111 km for the cities with sulfate data and 123 km
for the cities with sulfur dioxide data). We report the
results obtained using the nearest-neighbor approach only,
because the results using the modified nearest-neighbor
approach were almost identical. The data used in the latter
to generate the correlation matrix incorporated more cities
in the Northeast and Ohio Valley regions; however, the
inclusion of these additional cities did not influence the
estimate of the common correlation parameter and thus
had little impact on our estimates of the effects on mor-
tality of exposure to air pollution.

Using the nearest-neighbor approach, our estimated rel-
ative risk of all-cause mortality associated with exposure
to sulfate (RR = 1.20, 95% CI: 1.06–1.36) was similar to
that obtained from the Independent Cities Model
(RR = 1.25, 95% CI: 1.13–1.37), which assumes geographic
independence, or after applying the Regional Adjustment

Model (RR = 1.19, 95% CI: 1.06–1.34). However, we ob-
tained a somewhat lower relative risk of all-cause mortality
(RR = 1.09, 95% CI: 1.01–1.19) when we subjected both
mortality rates and sulfate levels to spatial filtering tech-
niques. The relative risk of mortality from exposure to
sulfur dioxide under the Simultaneous Autoregressive
Model was 1.35 (95% CI: 1.16–1.57), a value similar to
those obtained by the other methods of analysis considered
(Independent Cities Model: RR = 1.33, 95% CI: 1.22–1.45;
Regional Adjustment Model: RR = 1.26, 95% CI: 1.15–1.39;
Filtered Both Sides Model: RR = 1.27, 95% CI: 1.15–1.40).
Note that the range in excess risk [(1 � RR) � 100] was sim-
ilar for sulfate (24% � 12% = 12%) and sulfur dioxide
(35% � 25% = 10%), which suggests that each pollutant
was equally sensitive, in absolute terms, to the statistical
approach used.

When we modeled sulfate jointly with sulfur dioxide
using the Simultaneous Autoregressive Model, the relative
risk of mortality from exposure to sulfate was 1.08 (95%

Table 47. Impact of Multiple Ecologic Covariates on the Relative Risks of Mortality from All Causes Associated with an 
Increase in Fine Particles Using Two-Stage Spatial Analytic Methodsa

Spatial Analytic 
Model

Relative Risk 
Calculated for 
Fine Particles 

Alone

Ecologic Covariates 
Incorporated into 

Adjusted Analyses

Relative Risk After Adjusting for 
Ecologic Covariatesb

Number 
of Cities Fine Particles SO2

Demographic and Socioeconomic Factors
Independent Observations 48 1.19 (1.11–1.28) } Population change, 

income, poverty, 
income disparity, 
unemployment, 
education 

1.15 (1.03–1.27) NC
Independent Cities 48 1.30 (1.13–1.50) 1.23 (1.02–1.48) NC
Regional Adjustment 48 1.18 (0.98–1.41) 1.15 (0.96–1.39) NC

Gaseous Copollutants
Independent Observations 28 1.15 (1.05–1.26) } CO, NO2, O3, SO2 

1.06 (0.95–1.18) 1.48 (1.33–1.65)
Independent Cities 28 1.31 (1.10–1.56) 1.11 (0.95–1.29) 1.44 (1.23–1.69)
Regional Adjustment 28 1.18 (0.99–1.40) 1.09 (0.92–1.29) 1.19 (0.99–1.44)

25%c

Independent Observations 22 1.09 (0.99–1.21) Population change, 
whites, temperature 
variation, altitude, 
NO2, SO2

1.12 (0.96–1.31) 1.16 (0.97–1.39)

Independent Cities 32 1.32 (1.12–1.54) Population change,
temperature 
variation, SO2

1.06 (0.89–1.26) 1.28 (1.04–1.57)

Regional Adjustment 27 1.21 (0.98–1.50) Relative humidity, SO2
1.05 (0.85–1.30) 1.25 (0.97–1.61)

a Effects were evaluated for the respective range of each covariate specified in Appendix G, which is available upon request from the Health Effects Institute. 
Data are RRs with 95% CIs.

b NC = Relative risks associated with SO2 were not calculated in some multivariate models.
c Incorporated all ecologic covariates that, when analyzed individually in a bivariate model, were found to produce a change of 25% or more in the excess 

relative risk associated with fine particles.
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CI: 0.91–1.28), whereas that for exposure to sulfur dioxide
was 1.31 (95% CI: 1.12–1.28). Joint modeling produced a
larger reduction in the sulfate-associated relative risk of
mortality (1.20 to 1.08) than in the sulfur dioxide relative
risk (1.35 to 1.31). The sulfate relative risk varied slightly
less (8%) in terms of absolute amount [(1 � RR) � 100]
(Independent Cities Model: RR = 1.13, 95% CI: 1.02–1.25;
Regional Adjustment Model: RR = 1.10, 95% CI: 0.97–1.24;
Filtered Both Sides Model: RR = 1.05, 95% CI: 0.97–1.14;
Simultaneous Autoregressive Model: RR = 1.08, 95% CI:
0.91–1.28) than did the relative risk associated with sulfur
dioxide (12%) (Independent Cities Model: RR = 1.27, 95%

CI: 1.15–1.40; Regional Adjustment Model: RR = 1.23, 95%
CI: 1.11–1.36; Filtered Both Sides Model: RR = 1.19, 95%
CI: 1.10–1.29; Simultaneous Autoregressive Model:
RR = 1.31, 95% CI: 1.12–1.54) when both pollutants were
examined together.

Random Effects Cox Models

The original regression analyses of both the Six Cities
Study and the ACS Study using the standard Cox model had
been predicated on the assumption that the vital status of all
study participants represented statistically independent

Table 48. Impact of Individual Ecologic Covariates on the Relative Risks of Mortality from Cardiopulmonary Disease 
Associated with an Increase in Fine Particles Using Two-Stage Spatial Analytic Methodsa

Ecologic Covariate

Independent Observations

Random Effects

Independent Cities Regional Adjustment

Fine Particles Covariate Fine Particles Covariate Fine Particles Covariate

Fine Particles Alone 1.30 (1.11–1.53) 1.38 (1.17–1.62)c 1.24 (1.01–1.52)

Demographic Factors
Population change 1.12 (0.99–1.26) 0.81 (0.74–0.88) 1.19 (1.00–1.43) 0.81 (0.71–0.93) 1.20 (0.95–1.51) 0.95 (0.79–1.15)
Whites 1.44 (1.28–1.61) 1.18 (1.08–1.29) 1.45 (1.23–1.70)c 1.15 (1.00–1.32) 1.29 (1.05–1.59) 1.10 (0.97–1.26)
Blacks 1.41 (1.24–1.59) 0.87 (0.78–0.98) 1.45 (1.22–1.72)c 0.88 (0.75–1.05) 1.28 (1.03–1.59) 0.92 (0.76–1.12)

Socioeconomic Factors
Income 1.30 (1.17–1.44) 0.89 (0.81–0.97) 1.35 (1.15–1.59)b 0.91 (0.78–1.07) 1.21 (1.01–1.45) 0.81 (0.71–0.91)
Poverty 1.35 (1.21–1.50) 0.87 (0.78–0.98) 1.41 (1.19–1.66)c 0.91 (0.77–1.07) 1.21 (0.99–1.49) 1.12 (0.92–1.35)
Income disparity 1.36 (1.22–1.51) 0.82 (0.76–0.89) 1.40 (1.21–1.63) 0.82 (0.73–0.93) 1.25 (1.02–1.53) 0.93 (0.79–1.09)
Unemployment 1.25 (1.12–1.39) 1.15 (1.04–1.26) 1.33 (1.13–1.57)b 1.10 (0.96–1.27) 1.23 (1.01–1.50) 1.11 (0.98–1.27)
Education 1.27 (1.14–1.43) 0.96 (0.87–1.05) 1.37 (1.13–1.65)b 0.99 (0.85–1.15) 1.20 (0.99–1.46) 0.85 (0.71–1.00)

Health Services 
Physicians 1.30 (1.17–1.45) 0.86 (0.77–0.97) 1.36 (1.15–1.61)b 0.91 (0.76–1.10) 1.22 (0.98–1.52) 0.88 (0.74–1.05)
Hospital beds 1.29 (1.16–1.43) 1.13 (0.98–1.29) 1.37 (1.16–1.62)b 1.14 (0.94–1.38) 1.23 (0.98–1.53) 1.13 (0.93–1.37)

Climate 
Temperature 1.19 (1.07–1.33) 0.83 (0.77–0.90) 1.27 (1.09–1.47) 0.83 (0.74–0.93) 1.22 (1.00–1.50) 0.99 (0.80–1.24)
Temperature variation 1.14 (1.01–1.28) 1.22 (1.11–1.33) 1.21 (1.04–1.42)b 1.21 (1.06–1.38) 1.17 (0.94–1.45) 1.09 (0.92–1.28)
Relative humidity 1.20 (1.04–1.37) 1.07 (0.97–1.19) 1.26 (1.03–1.54)c 1.12 (0.95–1.33) 1.17 (0.90–1.53) 0.89 (0.66–1.21)
Relative humidity 
variation

1.27 (1.11–1.46) 0.90 (0.81–1.01) 1.33 (1.09–1.63)c 0.92 (0.77–1.11) 1.19 (0.92–1.53) 0.85 (0.66–1.10)

Physical Environment
Altitude 1.26 (1.12–1.42) 1.08 (0.99–1.19) 1.30 (1.06–1.59) 1.00 (0.85–1.17) 1.18 (0.92–1.52) 1.03 (0.86–1.24)
Water hardness 1.27 (1.14–1.41) 1.20 (1.09–1.31) 1.34 (1.13–1.58) 1.19 (1.03–1.37) 1.22 (0.99–1.51) 1.17 (1.00–1.37)

Gaseous Copollutants
CO 1.32 (1.19–1.47) 0.90 (0.83–0.98) 1.38 (1.17–1.64) 0.90 (0.78–1.05) 1.26 (1.02–1.56) 0.90 (0.77–1.06)
NO2 1.39 (1.22–1.59) 0.91 (0.83–1.00) 1.51 (1.24–1.83) 0.91 (0.78–1.07) 1.34 (1.05–1.70) 0.87 (0.71–1.08)
O3 1.31 (1.18–1.46) 0.94 (0.84–1.05) 1.38 (1.17–1.63)b 0.98 (0.83–1.17) 1.18 (0.97–1.43) 1.20 (1.02–1.41)
SO2 1.17 (1.03–1.33) 1.47 (1.28–1.70) 1.25 (1.05–1.49) 1.40 (1.14–1.72) 1.23 (0.97–1.55) 1.26 (1.00–1.58)

a Effects were evaluated for the respective range of each covariate specified in Appendix G, which is available upon request from the Health Effects Institute. 
Data are RRs with 95% CIs.

b The residuals are spatially autocorrelated (P < 0.05) using the Moran I statistic.
c The residuals are spatially autocorrelated (P < 0.10) using the Moran I statistic.
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outcomes. Because the life and death of each individual
depends in a complex way on a number of health determi-
nants, including characteristics of the city within which
the subject resides, it was important to account in the anal-
ysis for individual heterogeneity as well as potential
intracity correlation.

As we noted previously, the Reanalysis Team used two-
stage models to address spatial clustering by city and
region. We also employed two-stage spatial filtering
methods to take into account more complex spatial pat-
terns in the data. In addition to the two-stage random
effects methods used to address spatial autocorrelation at
different levels, we developed powerful new methods of
incorporating random effects into the Cox regression
model (Appendix I). Specifically, we considered a Cox
proportional-hazards model with a random effect that rep-
resents the unique characteristics of each city. This
approach avoids the approximations inherent in the two-
stage random effects models by estimating the regression
parameters and random effects within a single integrated
estimation framework.

The random effects Cox model assumes that, given the
city-specific random effects, the hazard functions for indi-
viduals are conditionally independent, with the hazard
function for individual j from city i given by

hij(s)(t) = hs(t)ui exp(�Txij(s))

at time t, where the subscript s denotes different strata
within the age-stratified and gender-stratified cohort. The
city-specific random effects ui are assumed to follow flex-
ible Tweedie distributions with unit mean and variance 	2.
The regression vector � reflects the effects of the covariate
vector xij(s) on the baseline hazard hs(t) in each stratum s.
Further details of the statistical methods used to fit the
random effects Cox model are given in Appendix I.

Although the opportunity to characterize intercity varia-
tion is limited by the number of cities in the Six Cities
Study, this is not the case in the ACS Study, which
involved 151 cities in the sulfate cohort and 50 cities in the
fine particle cohort. Table 50 shows the relative risks of
mortality from all causes for exposure to both fine particles
and sulfate based on our random effects Cox model fit to

Table 49. Impact of Multiple Ecologic Covariates on the Relative Risks of Mortality from Cardiopulmonary Disease Associated 
with an Increase in Fine Particles Using Two-Stage Spatial Analytic Methodsa

Spatial Analytic 
Model

Relative Risk 
Calculated for Fine 

Particles Alone

Ecologic Covariates 
Incorporated into 

Adjusted Analyses

Relative Risk After Adjusting for 
Ecologic Covariatesb

Number 
of Cities Fine Particles SO2

Demographic and Socioeconomic Factors
Independent Observations 48 1.30 (1.17–1.45) } Population change, 

income, poverty, 
income disparity,
unemployment, 
education 

1.16 (1.00–1.35) NC
Independent Cities 48 1.38 (1.16–1.63) 1.19 (0.98–1.45) NC
Regional Adjustment 48 1.22 (0.97–1.52) 1.13 (0.91–1.40) NC

Gaseous Copollutants
Independent Observations 28 1.32 (1.16–1.50) } CO, NO2, O3, SO2 

1.22 (1.05–1.42) 1.45 (1.16–1.80)
Independent Cities 28 1.48 (1.22–1.80) 1.28 (1.05–1.57) 1.40 (1.13–1.73)
Regional Adjustment 28 1.40 (1.08–1.80) 1.26 (0.96–1.66) 1.21 (0.89–1.65)

25%c

Independent Observations 32 1.27 (1.12–1.43) Population change, 
whites, tempera-
ture variation, SO2

1.18 (1.00–1.40) 1.23 (1.02–1.48)

Independent Cities 32 1.41 (1.17–1.69) Population change, 
temperature varia-
tion, SO2

1.10 (0.91–1.34) 1.27 (1.00–1.61)

Regional Adjustment 38 1.34 (1.07–1.70) SO2 1.23 (0.97–1.55) 1.26 (1.00–1.58)

a Effects were evaluated for the respective range of each covariate specified in Appendix G, which is available upon request from the Health Effects Institute.
b NC = Relative risks associated with SO2 were not calculated in some multivariate models. Data are RRs with 95% CIs.
c Incorporated all ecologic covariates that, when analyzed individually in a bivariate model, were found to produce a change of 25% or more in the excess 

relative risk associated with fine particles.
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the ACS data, along with the relative risks based on both
the standard Cox model used by the Original Investigators
and our two-stage Independent Cities Model. In the fine
particle cohort, the relative risk of all-cause mortality asso-
ciated with fine particle air pollution based on the random
effects Cox model (RR = 1.31, 95% CI: 1.14–1.49) is virtu-
ally identical to that based on the two-stage approach
(RR = 1.31, 95% CI: 1.14–1.51), which confirms the validity
of the approximate but computationally simpler two-stage
random effects approach. However, these relative risks are
notably greater than that based on the standard Cox model
(RR = 1.18, 95% CI: 1.10–1.27), which does not acknowl-
edge intracity correlation. The overdispersion parameter
	2 = 0.0067 based on the two-stage method also is compa-
rable to the value of 	2 = 0.0056 achieved by the full
random effects Cox model.

When we calculated the relative risk of mortality associ-
ated with exposure to fine particles using the standard Cox
model, it was notably lower than that based on the random
effects Cox model. This occurred because, as in two-stage
regression, the random effects Cox model took into
account heterogeneity among cities as measured by the
overdispersion parameter 	2. The inclusion of this
between-city variation in the weighting scheme gave less

weight to larger cities, which in this case resulted in an
increased relative risk.

We conducted a similar analysis on the fine particle
cohort using sulfur dioxide in place of fine particles. As
was the case with fine particles, the relative risk of all-
cause mortality associated with exposure to sulfur dioxide
obtained with the random effects Cox model (RR = 1.50,
95% CI: 1.29–1.74) was similar to that obtained with the
two-stage Independent Cities Model (RR = 1.55, 95%
CI: 1.32–1.81). In this case, however, we obtained a similar
relative risk from the standard Cox model (RR = 1.53, 95%
CI: 1.40–1.68) as well. This occurred because the hetero-
geneity among cities was lower for sulfur dioxide
(	2 = 0.0036 under the two-stage model) than for sulfate
(	2 = 0.0067). Because sulfur dioxide exhibited less over-
dispersion, the city-specific weights used in the two-stage
Independent Cities Model were similar to those in the two-
stage Independent Observations Model, which, as shown
previously, produced relative risks similar to those from
the standard Cox model.

When we included both fine particles and sulfur
dioxide as predictors of mortality in the same random
effects Cox model, we reduced the relative risk of mortality
associated with fine particles from 1.31 to 1.13. Note,

Table 50. Relative Risks of Mortality from All Causes Associated with Sulfate and Sulfur Dioxide in the Reanalysis of the 
ACS Study Comparing Single and Multiple Pollutants in a Standard Cox Model, a Two-Stage Model, and a Random 
Effects Cox Model

Pollutant
Number 
of Cities

Standard 
Cox Modela

Two-Stage Independent 
Cities Modelb

Random Effects 
Cox Modelb

RR (95% CI) RR (95% CI) 	2 RR (95% CI) 	2

ACS Fine Particle Cohort 
Single-pollutant model

PM2.5 52 1.18 (1.10–1.27) 1.31 (1.14–1.51) 0.0067 1.31 (1.14–1.49) 0.0056
SO2 38 1.53 (1.40–1.68) 1.55 (1.32–1.81) 0.0036 1.50 (1.29–1.74) 0.0034

Multiple-pollutant model
PM2.5 38 1.02 (0.94–1.12) 1.14 (0.98–1.33)

 0.0041
1.13 (0.97–1.31)

 0.0034
SO2 38 1.52 (1.37–1.68) 1.44 (1.20–1.72) 1.40 (1.18–1.66)

ACS Sulfate Cohort 
Single-pollutant model

SO4
2� 38 1.16 (1.10–1.23) 1.25 (1.13–1.37) 0.0050 1.22 (1.12–1.34) 0.0040

SO2 151 1.33 (1.25–1.41) 1.33 (1.22–1.46) 0.0028 1.31 (1.21–1.43) 0.0023
Multiple-pollutant model

SO4
2� 113 1.05 (0.98–1.12) 1.13 (1.02–1.25)

0.0029
1.12 (1.02–1.23)

0.0023
SO2 113 1.30 (1.22–1.39) 1.27 (1.15–1.39) 1.25 (1.14–1.37)

a This model had the same covariate specifications used by the Original Investigators. 

b �2 is the dispersion parameter.
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however, that the relative risk of mortality from all causes
associated with exposure to fine particles remained ele-
vated even after adjustment for the effects of sulfur
dioxide.

Because the overdispersion parameter 	2 = 0.0034 in the
single-pollutant sulfur dioxide model was identical to that
in the model that included both sulfur dioxide and fine
particles, fine particles did not appear to predict variation
in all-cause mortality among cities beyond estimates pro-
vided by sulfur dioxide alone.

The sulfate cohort exhibited patterns similar to those
just described for the fine particle cohort. Specifically, the
two-stage random effects Independent Cities and random
effects Cox models led to similar results, with exposure to
sulfur dioxide in air pollution explaining more of the vari-
ation in mortality than did exposure to sulfate. However,
the effects of sulfate remained significant even after we
adjusted for sulfur dioxide under the two-stage Indepen-
dent Cities Model and the random effects Cox model.

 Effects of Sulfate and Sulfur Dioxide by Region

Our spatially filtered analysis compares high (low) mor-
tality rates for a spatially local area (600 km in radius) to high
(low) air pollution levels in the corresponding area. Thus,
we remove broad spatial patterns before we link the vari-
ables together. This type of analysis is conducted to remove
the possibility that coincidental broad spatial patterns in
both variables will influence the associations between mor-
tality and air pollution. This type of adjustment is of interest

because there may be important risk factors for mortality that
we have not accounted for in our analysis.

Spatial filtering can adjust for risk factors, such as
dietary habits, that aggregate at a broad spatial level. When
we compared relative risks obtained from the Independent
Cities Model and the Spatial Filtering Model, we could
estimate how much of the air pollution effect on mortality
was attributable to broader spatial patterns and where the
effect existed on a more local level. Reduction in the rela-
tive risk associated with sulfate exposure from 1.25 (Inde-
pendent Cities Model) to 1.19 (Regional Adjustment
Model) to 1.09 (Spatial Filtering Model) suggests that most
of the association between sulfate and mortality resulted
from the spatial coincidence of these variables on a rela-
tively large scale.

The seven regions selected for our Regional Adjustment
Model were similar in size to the area needed to remove
spatial autocorrelation in the spatial filtering analysis. The
main difference between these two types of analyses is that
the latter removes the broad spatial patterns in sulfate
before sulfate values are linked with the spatially filtered
mortality rates. There may be some concordance in space
between mortality rates and sulfate exposure that is not
accounted for by the Regional Adjustment Model. We
examined this possibility by conducting separate analyses
by region.

Four of the regions originally examined had too few
cities with either sulfate or sulfur dioxide data (the North-
west had only 16 cities with sulfate data and 10 cities with

Table 51. Relative Risks of Mortality from All Causes Associated with Sulfate and Sulfur Dioxide in the Reanalysis of the 
ACS Study by Region Using a Two-Stage Modela

Sulfate Sulfur Dioxide

Region
Number 
of Cities

Mean 
(�g/m3)

Range
(�g/m3) RR (95% CI)b

Number 
of Cities

Mean 
(�g/m3)

Range 
(�g/m3) RR (95% CI)b

Single-Pollutant Model
Northeast 41 11.5 12.8  1.14 (0.93–1.40) 36 11.8 15.6 1.20 (1.00–1.45)
Industrial Midwest 34  13.3 14.6  1.29 (1.07–1.55) 30 11.1 25.7 1.24 (1.11–1.38)
Southeast 30 11.6 11.9  1.25 (1.01–1.54) 19 6.6 13.4 1.29 (0.98–1.70)
Westc 46 7.1 11.0  0.91 (0.71–1.17) 28 5.9 16.5 1.30 (1.00–1.67)

Two-Pollutant Model
Northeast 36 1.03 (0.85–1.24) 36 1.19 (0.98–1.45)
Industrial Midwest 30 1.09 (0.88–1.35) 30 1.19 (1.04–1.38)
Southeast 19 1.30 (0.99–1.70) 19 1.10 (0.82–1.48)
Westc 28 0.91 (0.72–1.16) 28 1.31 (1.01–1.69)

a The Random Effects Cox Model assumes cities are statistically independent. 
b Relative risks were calculated at the range for each pollutant across the entire study dataset.
c Data from the Northwest, Southern California, Southwest, and Upper Midwest were combined to form the West region.
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sulfur dioxide data; Southern California, 6 and 5; South-
west, 10 and 6; and Upper Midwest, 14 and 7, respec-
tively). Data for these four regions were combined to form a
West region. The Independent Cities Model, which
assumed that the cities within each region were statistically
independent, was run for sulfate alone, sulfur dioxide
alone, and both pollutants together for each of the four
regions (Northeast, Industrial Midwest, Southeast, and
West).

Both sulfate and sulfur dioxide levels were high in the
Northeast and Industrial Midwest, with lower concentra-
tions in the West (Table 51). Sulfate was correlated weakly
with sulfur dioxide in the Northeast (r = 0.18) and West
(r = 0.17),  correlated moderately in the Southeast
(r = 0.44), and correlated highly in the Industrial Midwest
(r = 0.69).

Three of the four regions exhibited positive associations
between exposure to sulfate and deaths from all causes.
We observed an inverse association in the West where
mean sulfate levels are lowest. We observed positive asso-
ciations between mortality and exposure to sulfur dioxide
in all four regions, with the largest relative risk of mortality
from all causes found in the West. The relative risk of mor-
tality associated with sulfur dioxide was larger than that
associated with sulfate in three regions, with only the
Southeast region displaying a greater sulfate effect based
on the two-pollutant model specifications. The two-pol-
lutant model, with its strong negative association with sul-
fate in the West and corresponding strong positive
association with sulfur dioxide, suggests why sulfur
dioxide accounts for much of the sulfate effect on mor-
tality when all cities are examined together. The sulfur
dioxide effect was insensitive to adjustment for sulfate in
all four regions; the sulfate effect, however, changed
considerably in all but one of the four regions (the South-
east) after adjustment for sulfur dioxide.

 DISCUSSION

The association between fine particle pollution in ambient
air and cardiorespiratory morbidity and mortality has been
explored in a number of epidemiologic investigations; both
time-series and cohort studies have shown positive
associations between ambient fine particles and mortality.
The Six Cities Study and the ACS Study provided impor-
tant information on this association and were the basis for
the promulgation of the first US National Ambient Air
Quality Standard (NAAQS) for fine particles.  Positive
associations between ambient fine particles and mortality
had been demonstrated in the original analyses of these

two large-scale cohort studies. For instance, in the Six
Cities Study, the adjusted mortality rate ratio for the most-
polluted city compared to the least-polluted city was 1.26
(95% CI: 1.08–1.47). In the ACS Study, the all-cause mor-
tality risk ratio for the most-polluted city compared with
the least-polluted city was 1.17 (95% CI: 1.09–1.26).

DESIGN OF THE ORIGINAL STUDIES

Although these two studies produced comparable re-
sults, they differed markedly in design. The Six Cities
Study was a prospective cohort study, with subjects
recruited between 1974 and 1977 from six cities (Water-
town MA, Harriman TN, and Steubenville OH, St Louis
MO, Portage WI, and Topeka KA) and followed for up to
16 years. The cities, located in the Midwest and Northeast
United States, had been chosen to represent a gradient in
ambient air pollution. The original cohort comprised
8,111 white adults, 25 to 74 years of age. All subjects had
completed a standardized questionnaire that elicited infor-
mation concerning age, gender, weight, height, education
level, complete smoking history, occupational exposures,
and medical history.

The Six Cities Study had a number of strengths, in-
cluding random selection of study subjects; reasonably
high participation rates; personal interviews with all
respondents at the time of enrollment; subsequent follow-
up at intervals of 3, 6, and 12 years; and pulmonary lung
function testing using appropriate spirometric techniques.
Exposure monitoring was conducted largely by ambient
air pollution monitors developed and operated by the
Original Investigators at Harvard University, although data
from the US EPA’s AIRS database also were used. The base-
line questionnaire administered at the time of enrollment
was extensive and included items on age, gender, weight,
height, education level, complete smoking history, occupa-
tional exposures, and health status. Residence histories
before and after enrollment were recorded, which permit-
ted direct assessment of residential mobility of the study
subjects.

The ACS Study drew on a larger cohort from the CPS-II,
which involved approximately 1.2 million individuals.
The cohort assembled by the Original Investigators
included 552,138 persons in 154 United States cities
located in all 50 states. Participants were at least 30 years
old and were members of households with at least one
individual 45 years old or older. Because the CPS-II had
not been designed expressly to address the relation
between ambient fine particle concentrations and mor-
tality, the Original Investigators did not develop question-
naire items specific to this purpose. Nonetheless, the ACS
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questionnaire included a rich set of items providing
information on health status, demographic characteristics,
smoking history, alcohol use, and occupational exposures
to pollutants.

The ACS Study cohort was recruited in 1982, with mor-
tality follow-up through 1989. Vital status was ascertained
by personal inquiries by volunteers in September 1984,
1986, and 1988. Automated linkage using the National
Death Index (NDI) maintained by the National Center for
Health Statistics was used to extend the follow-up to
December 31, 1989. Ambient levels of fine particles and
sulfate were obtained from two sources. Mean concentra-
tions of sulfate air pollution for 1980 were obtained from
the EPA’s NAD and the EPA’s IPMN. Median fine particle
concentrations for 1979 through 1983 were calculated
from the EPA’s IPMN using dichotomous samplers.
Whereas sulfate air pollution data were available for 151
United States cities, fine particle data were taken from pre-
viously published data for only 50 United States cities.

The Six Cities Study and the ACS Study possess comple-
mentary strengths and limitations. Although the Six Cities
Study had been designed specifically to test the hypothesis
that long-term exposure to fine particle air pollution is
associated with increased mortality rates, the study
involved only six cities within a limited geographic region
of the United States. Because only one pollution monitor
was positioned in each city, all individuals within the city
were assigned the same level of exposure for each of the
pollutants considered. Thus, although a large number of
individual covariates had been recorded for each of the
8,111 subjects in the Six Cities Study, the limited nature of
the pollution monitoring reduced the effective number of
data points in the exposure-response gradient to six and
uncertainty in estimating the citywide averages effectively
reduced the number of data points even further. Further
adjustment for the effects of other ecologic covariates in the
Six Cities Study was not practical because of the limited
number of degrees of freedom (at most 6 df) for further anal-
yses. The ACS Study, which involved 154 cities with a
wide range of pollutant concentration profiles, was not
seriously affected by this limitation.

The different nature of the two studies provided the
Reanalysis Team with opportunities to explore the sensi-
tivity of the original findings to alternative analytic
approaches and to incorporate additional data not explic-
itly considered in the original publications.

LIMITATIONS OF THE ORIGINAL STUDIES

The Six Cities Study and the ACS Study had certain lim-
itations, including the inability to strictly characterize the

long-term exposure of study participants to fine particles
(Vedal 1997). In both studies, exposure to ambient air pol-
lutants necessarily had been gauged using fixed-site
ambient monitors, as personal dosimetry for such large
cohorts would have been both impractical and prohibi-
tively expensive. Abbey and colleagues (1999) also relied
on fixed-site ambient monitors maintained by the Cali-
fornia Air Resources Board in the Seventh-Day Adventist
Study. The use of such area monitors leads to some degree
of exposure measurement error (Clayton et al 1993;
Kotchmar et al 1987; Leaderer et al 1999), the consequences
of which have been discussed below. Nonetheless, fixed-
site monitors are widely used in large-scale studies of air
pollution and population health, including informative
time-series studies of the association between ambient fine
particles and morbidity and mortality in the general popu-
lation (Burnett et al 1995, 1998; Samet et al 2000).

Other potential limitations of the Six Cities Study and
the ACS Study cited by other investigators include inade-
quate control of age and sedentary lifestyle (Moolgavkar
and Luebeck 1996), and insufficient control of cigarette
smoking, both active and passive (US EPA 1996). Our ana-
lytic plan (Krewski et al 1998) called for our reanalysis to
exert the maximal control possible for potential con-
founding due to these and other covariates on which infor-
mation was available. For the ACS Study, we also
assembled and used a series of additional ecologic covari-
ates that represented potential determinants of population
health in a further attempt to control for confounding.

Gamble (1998) prepared a detailed critique of the Six
Cities Study and the ACS Study. He focused particularly
on the ecologic nature of the exposure measurements
resulting from the use of fixed-site ambient monitors, as
noted previously. Gamble suggested that lung function (as
measured by FEV1) and sedentary lifestyle also could be
important confounding variables, and that there could be
residual confounding from a failure to consider nonlinear
effects of alcohol consumption and body weight. To
address these latter concerns, the Reanalysis Team
accounted for possible nonlinear effects of these covariates
and included spirometric pulmonary function measure-
ments in the reanalysis.

Information on population mobility was lacking in both
studies. To evaluate population mobility in the Six Cities
Study, we coded the residence histories that had been
recorded, but not examined in detail, by the Original
Investigators. Because residential addresses were available
only at the time of recruitment into the cohort in 1980 in
the ACS Study (and at the time of death for those subjects
who died during the period of follow-up), we could not
evaluate mobility in the ACS Study cohort.
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REPLICATION AND VALIDATION  

The results of the Reanalysis Team’s replication and val-
idation of the original findings are presented in Part I of
the Investigators’ Report. We validated those findings by
comprehensively auditing all variables that had been used
in the original published analyses, comparing the original
information (eg, from questionnaires and air pollution
monitors) with the data in the analysis files. Our replica-
tion involved duplicating the selection process that had
defined the subcohorts in the original analysis and repli-
cating the original numerical results using the same ana-
lytic methods reported by the Original Investigators.
Although we identified some discrepancies in question-
naire-based items and vital status, we found the data from
both studies to be of generally high quality. We could not
trace all the original air pollution data from the Six Cities
Study; nonetheless, there was sufficient evidence to con-
firm the integrity of the long-term average fine particle
levels for each of the six cities in the study. Although we
noted some discrepancies in the selection and follow-up of
the subcohorts used in both the Six Cities Study and the
ACS Study, these discrepancies did not dramatically affect
the risk estimates in either study. The Reanalysis Team,
using the same data and analytic techniques that had been
used by the Original Investigators, concluded that the orig-
inal findings in both studies were substantiated.

DATA QUALITY AUDIT

Part I of the reanalysis included a detailed audit of all
variables that had been used by the Original Investigators.
In keeping with our intent to audit all variables involved
in the reanalysis, we subjected individual-level variables
used for the first time in Part II to the same rigorous audit
standards. As in Part I, we found few errors in most vari-
ables, although we did find a number of errors in the occu-
pational coding that had been assigned in the ACS Study.
Consequently, our ability to control for occupational con-
founding in the ACS Study was limited by the quality of
the occupational data.

SENSITIVITY ANALYSES

The Reanalysis Team conducted a number of different
sensitivity analyses to further explore the associations
between mortality and fine particles or sulfate. First, we
explored the sensitivity of the Original Investigators’ risk
estimates to the inclusion of additional variables in the Cox
proportional-hazards model, and to different ways of char-
acterizing variables such as education, which we consid-
ered explicitly in the Original Models. These analyses had
two related but distinct objectives: to identify potential

confounding variables of the association between mortality
and fine particles, and to identify variables that modify the
effect of fine particle air pollution.

Using two new aggregate indices, we also investigated
in detail the possibility of confounding due to occupa-
tional exposures. The first index provided a seven-level
ordinal measure of the overall dirtiness of specific jobs and
occupations of the study subject; the second provided a
binary indicator of ever/never having been exposed in the
workplace to agents accepted as being associated with
increased lung cancer risk. Members of the Reanalysis
Team who have extensive experience in occupational
exposure assessment developed these aggregate occupa-
tional exposure indices on the basis of occupational and
industrial codes that had been assigned by the Original
Investigators.

In the Six Cities Study, the availability of additional data
on study subjects at 3, 6, and 12 years after the collection
of baseline data upon enrollment permitted us to assess
changes in key covariates, such as tobacco consumption
and BMI, over time. Likewise, we were able to assess the
impact of population mobility on estimates of risk because
detailed residence histories had been included in this
study. The ACS Study, which involved 154 MSAs from
across the United States, allowed us to assess changes in
risk associated with a number of auxiliary sociodemo-
graphic and environmental variables derived from pub-
licly available data sources. We used random effects
methods and flexible nonparametric risk models to assess
variation in mortality rates among cities.

We outlined these sensitivity analyses in the Analytic
Plan prepared before we began the reanalysis (Krewski et
al 1998). In addition to the planned analyses, we applied
modeling techniques that controlled for spatial autocorre-
lation in measures of fine particle air pollution and other
ecologic covariates.

Two of our planned analyses were not attempted. Specif-
ically, we didn’t make comparisons by race because of the
small number of minority subjects in both cohorts, and we
didn’t perform the proposed exploration of critical expo-
sure-time windows (ie, the period of exposure most
strongly associated with mortality) in the Six Cities Study
for several practical reasons. First, the residential mobility
information needed to accurately characterize exposure for
the period before enrollment is incomplete. (The Reanalysis
Team did, however, construct postenrollment residence
histories on the basis of information from the follow-up
questionnaires and postcards.) Second, postenrollment
mobility was limited; only 18.5% of the study subjects left
the original city of residence during the follow-up period.
And third, historical records of fine particle levels are not
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available for these cities before 1980, which precluded
evaluating fine particle exposures in the early years of the
Six Cities Study. Despite these limitations, the Six Cities
Study does present an opportunity to evaluate the effects of
changes in exposure over time, including possibly impor-
tant exposure-time windows. This analysis would be most
informative if exposures in all residences outside the six
cities were assessed by spatial interpolation methods, a
complicated task that is outside the scope of the reanalysis.

The results of the sensitivity analyses conducted in Part
II of the reanalysis are summarized below.

Alternative Risk Models

We considered an extensive series of alternative risk
models. The Reanalysis Team found little evidence that
questionnaire variables had led to confounding in either
study, thereby strengthening the conclusion that the
observed association between fine particle air pollution
and mortality was not the result of a critical covariate that
had been neglected by the Original Investigators. Although
this analysis is reassuring, it does not rule out the possi-
bility of confounding by unmeasured covariates. The
Reanalysis Team also found that the risk estimates in both
studies were not sensitive to the manner in which indi-
vidual covariates were characterized.

The Reanalysis Team tested the goodness of fit of the Cox
proportional-hazards model in the Six Cities Study.
Although the model did not demonstrate a significant lack
of fit overall, there was some evidence that the effects of
both fine particles and sulfate on mortality varied with time.

Controlling for the Effects of Age

Because the original study outcomes were strongly
dependent on age, and because of the possibility of dif-
fering age structures across the cities represented in the
two studies, we attempted to account more precisely for
the effects of age. One method is to use age as the time axis,
rather than calendar year, in the proportional-hazards
model (Breslow and Day 1987). For most causes of death,
these two methods of controlling for the effects of age pro-
duced comparable results. 

Controlling for Other Covariates

In the original analyses, the data had been stratified  by
age (5-year categories) and gender. The ACS Study also
had been stratified by race (white, black, and other). The
following covariates had been included in the original
analyses for the Six Cities Study: an indicator variable for
current- or former-smokers, number of pack-years for cur-
rent-smokers, number of pack-years for former-smokers, an

indicator variable for less than high school education, and
BMI (weight in kilograms divided by the square of height
in meters; also referred to as the Quetelet Index). For the
ACS Study, the statistical adjustments had included an
indicator variable for current-smokers; an indicator vari-
able for pipe- and/or cigar-smoker only; number of years
smoked for current-smokers; number of cigarettes per day
for current-smokers; number of years smoked for former-
smokers; number of cigarettes per day for former-smokers;
number of hours per day exposed to environmental
tobacco smoke; BMI; number of drinks per day of alcoholic
beverages; an indicator variable for less than high school
education; and an indicator variable for regular occupa-
tional exposure to any asbestos, chemicals/acids/solvents,
coal or stone dust, coal tar/pitch/asphalt, diesel engine
exhaust, or formaldehyde.

We extended these statistical models by incorporating a
wide range of individual covariates that included finer
levels of adjustment, adding quadratic terms for some vari-
ables and considering gender differences (statistical inter-
actions) in the effects of these variables. We examined as
separate subgroups those individuals who, at the begin-
ning of the study period, reported selected diseases (high
blood pressure, heart disease, stroke, diabetes, chronic
bronchitis and emphysema, asthma, or any cancer). In
addition, we examined the potentially confounding effect
of physical exercise on the relation between air pollution
and mortality by including the self-reported amount of
physical exercise (none or some, moderate, or heavy) at
time of enrollment in the model. Because we postulated
that illness causes stricken individuals to exercise less
than healthy persons, we examined the group that had not
reported having the selected diseases in order to minimize
the potential that level of exercise was a variable in the
causal pathway.  Again, the results were essentially iden-
tical to those from the other models. We concluded that
finer levels of control for these measured covariates did
not alter the original findings of an association between air
pollution and mortality.

Influence of City

In studies involving multiple cities, the overall results
may be unduly influenced by a single city. This is particu-
larly likely in the Six Cities Study, which involved a small
number of communities. In an attempt to identify strong
leverage points, we estimated the effect that each city had
on the estimated hazard ratios by excluding in turn each
city from the analysis (comparable to deletion regression
diagnostics). We found that the results were not influenced
by the exclusion of any of the six cities. This means that
the form of the exposure-response pattern, as well as the
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estimated slope, was not seriously influenced by cities
with less pollution (Portage WI) or more pollution
(Steubenville OH). We conducted a similar regression
analysis for the ACS Study and found that no single city
exerted an undue influence on the association between air
pollution and mortality.

Because the original air pollution monitoring records in
the ACS Study were unavailable for audit, the Reanalysis
Team constructed alternative air pollution data on the
basis of monitoring data accumulated by the US EPA.
Although the city-specific fine particle air pollution levels
that had been assembled by the Original Investigators cor-
related highly with those developed by the Reanalysis
Team, there were notable differences in fine particle levels
for Denver. However, inclusion or exclusion of Denver
from the reanalysis had no appreciable effect on the
overall mortality risk ratios.

Identification of Sensitive Subpopulations

The Reanalysis Team examined the changes in relative
risk estimates associated with air pollution for specific
subgroups of the study populations (statistical inter-
actions),  conducting separate analyses for well-defined
categories of each of the following variables: age at enroll-
ment; gender; educational attainment; marital status;
smoking status; diseases reported at time of enrollment;
amount of time lived in neighborhood at time of enroll-
ment; self-reported occupational exposure to toxic air
(dust, gases, and fumes); and our own lung carcinogen
occupational dirtiness indices.

In the ACS Study, we found no important differences in
relative risk of mortality by gender or age at enrollment.
Although the estimates of the relative risk associated with
air pollution differed for other variables, the 95% confi-
dence intervals overlapped in all instances, so that the dif-
ferences could be formally explained by chance alone.

The Reanalysis Team did find strong evidence of effect
modification for some variables. Education notably modi-
fied the air pollution–mortality association (for both fine
particles and sulfate); individuals who did not complete
high school had the highest relative risks of mortality. Con-
versely, individuals who completed high school did not
appear to have had increased risk. The Reanalysis Team
concludes that this modifying effect is not necessarily
attributable to education per se, but could indicate that
education is a marker for a more complex set of socioeco-
nomic variables that impact upon the level of risk.

Comparison of Results Between Studies

Estimates of risk of mortality associated with exposure
to fine particles and sulfate were insensitive to the set of

covariates included in the risk model (the Original, Full,
and Extended Model specifications yielded almost iden-
tical risks for the Six Cities Study and the ACS Study). In
both studies, we obtained similar relative risks whether we
used calendar year or age as the time axis. Also in both
studies, cardiovascular disease mortality had the highest
relative risk associated with exposure to air pollution. We
found no associations between air pollution and death from
respiratory disease in either study. In the Six Cities Study,
the relative risks of other causes of death were similar to
those for death from all causes, whereas the relative risks of
other causes of death were much lower in the ACS Study. In
the ACS Study, we observed slightly larger relative risks for
the other cancers group (RR from 1.08 to 1.14) compared
with those in the Six Cities Study (RR 1.03 to 1.04).

Although the air pollution effect was less among mar-
ried persons in the ACS Study, the relative risks of mor-
tality in the Six Cities Study were independent of marital
status. Gender did not modify the mortality effect of fine
particle air pollution in the ACS Study, but did so in the
Six Cities Study.

The relative risks of mortality associated with an
increase in exposure to fine particles or sulfate, by under-
lying cause of death and educational attainment, are
shown in Table 52. Although relative risks clearly declined
with increasing educational attainment for all causes of
death examined in the ACS Study, this pattern was not as
consistent in the Six Cities Study.

Flexible Risk Models

Under the Cox proportional-hazards regression model, a
fixed increment in ambient pollutant levels has the same
multiplicative effect on the mortality rate at any point in
time, so that the hazard functions for mortality at two
levels of pollution are proportional. In addition, this
model assumes that the relative increase in mortality is
described by a specific parametric form; specifically, that
the logarithm of the hazard rate is a linear function of the
covariates.

To evaluate the applicability of this model to the Six
Cities Study, the Reanalysis Team considered more flexible
models, based on regression spline generalizations of the
Cox model, to describe the relation between mortality and
fine particles and sulfate.  This flexible modeling approach
indicated that the linearity assumption implicit in the Cox
model was appropriate for fine particles. However, there
was some evidence of departure from linearity at both low
and high sulfate concentrations. Consistent with the qua-
dratic relation between BMI and mortality in our Extended
Model for both studies, the flexible modeling approach
suggested a U-shaped relation between BMI and mortality.
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Although the Cox proportional-hazards assumption did
appear to be appropriate for most of the study period, there
was some evidence that the effects of both fine particles
and sulfate varied somewhat with time. (Recall that tests
for lack of fit of the Cox proportional-hazards regression
model also provided some evidence that the effects of fine
particles and sulfate may vary over time.) The pattern of
time dependency suggests that the multiplicative effect of
recent exposures on hazard rates may be associated more
strongly with mortality than are exposures that occurred
many years before death.

Analyses of the ACS Study cohort did not identify a
consistent pattern in changes over time of the impact of
either fine particles or sulfate on mortality. However, flex-
ible analyses of the ACS Study data yielded evidence of
nonlinear exposure-response relations for both fine parti-
cles and sulfate, with sulfate demonstrating a compar-
a t ive ly  sha l low exposure - response  re la t ion  a t
concentrations below 10–15 �g/m3. Flexible analyses of
the ACS Study data also demonstrated, as in the Six Cities

Study, a nonlinear (U-shaped) relation of BMI with mor-
tality.

Occupational Confounding

Although occupational exposures had been considered
to some extent by the Original Investigators, the original
analysis had been restricted in the Six Cities Study to self-
reported occupational exposure to dust and fumes and in
the ACS Study to a selected number of toxic air pollutants.
The Reanalysis Team was concerned about the possibility
of occupational confounding. For example, individuals in
cities with high air pollution levels might tend to work in
jobs that incurred high exposure to other agents associated
with increased mortality. Consequently, our reanalysis
used additional information on occupational exposures
derived from the occupational histories available in both
studies.

The Reanalysis Team developed and applied two aggre-
gate indices of occupational exposures to the Six Cities
Study and the ACS Study. The first index provided a mea-

Table 52. Relative Risks of Mortality by Cause of Death Associated with an Increase in Fine Particles or Sulfate by 
Education Level in the Reanalysis of the Six Cities and ACS Studiesa 

Cause of Death

                               ACS Study Six Cities Study

Less Than 
High School 

[11%]
High School

 [30%]

More Than 
High School

[59%]

Less Than 
High School 

[28%]
 High School

[38%]

 More Than 
High School

[34%]

Fine Particles

All causes 1.35 (1.17–1.56) 1.23 (1.07–1.40) 1.06 (0.95–1.17) 1.45 (1.13–1.85) 1.30 (0.98–1.73) 0.97 (0.71–1.34)

Cardiopulmonary disease 1.47 (1.21–1.78) 1.35 (1.11–1.64) 1.14 (0.98–1.34) 1.28 (0.92–1.77) 1.42 (0.98–2.08) 1.40 (0.88–2.23)
Cardiovascular disease 1.47 (1.19–1.82) 1.39 (1.13–1.72) 1.24 (1.05–1.47) 1.31 (0.92–1.87) 1.63 (1.10–2.42) 1.37 (0.84–2.22)

Respiratory disease 1.36 (0.80–2.32) 1.16 (0.69–1.95) 0.65 (0.42–1.02) 0.97 (0.38–2.46) 0.36 (0.09–1.39) 1.80 (0.26–12.35)
Lung cancer 1.41 (0.87–2.29) 1.39 (0.90–2.15) 0.66 (0.46–0.95) 2.69 (1.09–6.60) 0.50 (0.11–2.22) 1.08 (0.33–3.58)

Other cancers 1.20 (0.87–1.66) 1.12 (0.87–1.43) 1.14 (0.94–1.38) 1.33 (0.75–2.37) 1.48 (0.77–2.83) 0.53 (0.25–1.09)
Other causes 1.12 (0.76–1.64) 1.00 (0.71–1.41) 0.95 (0.73–1.24) 1.76 (0.93–3.33) 0.65 (0.29–1.44) 0.69 (0.31–1.55)

Sulfate

All causes 1.27 (1.13–1.42) 1.20 (1.08–1.33) 1.05 (0.96–1.14) 1.47 (1.14–1.89) 1.30 (0.97–1.73) 0.99 (0.72–1.36)

Cardiopulmonary disease 1.39 (1.20–1.62) 1.31 (1.13–1.53) 1.11 (0.98–1.25) 1.28 (0.91–1.79) 1.38 (0.94–2.02) 1.42 (0.90–2.24)
Cardiovascular disease 1.44 (1.23–1.69) 1.42 (1.21–1.67) 1.19 (1.05–1.36) 1.30 (0.90–1.87) 1.59 (1.06–2.37) 1.40 (0.87–2.26)

Respiratory disease 1.11 (0.74–1.66) 0.78 (0.52–1.18) 0.66 (0.47–0.93) 1.05 (0.40–2.72) 0.29 (0.07–1.24) 1.73 (0.26–11.38)
Lung cancer 1.49 (1.02–2.18) 1.39 (0.99–1.95) 1.19 (0.89–1.59) 2.82 (1.15–6.90) 0.51 (0.11–2.25) 0.91 (0.27–3.02)

Other cancers 0.97 (0.76–1.24) 1.28 (1.06–1.54) 1.04 (0.89–1.21) 1.44 (0.80–2.60) 1.56 (0.81–2.99) 0.59 (0.29–1.22)
Other causes 1.16 (0.86–1.56) 0.71 (0.55–0.94) 0.84 (0.68–1.04) 1.66 (0.86–3.19) 0.64 (0.28–1.44) 0.67 (0.30–1.50)

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the Six Cities Study, this difference for fine particles was 18.6 �g/m3 and for sulfate it was 8.0 �g/m3; in the ACS Study, this 
difference for fine particles was 24.5 �g/m3 and for sulfate it was 19.9 �g/m3. Time axis was calendar year. Percentage of sample in educational group is 
given in square brackets. Data are RRs with 95% CIs.
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sure of the overall dirtiness of the environments in which
the subjects had worked. The second index reflected occu-
pational exposure to accepted lung carcinogens.

The dirtiness index can be conceptualized as a variable
that encompasses and integrates all exposures in the work-
place, including exposure to pollutants that are patho-
genic. But it can also be conceptualized as a variable that
captures an aspect of social class that is correlated with,
but distinct from, educational attainment—the other social
class variable that had been used by the Original Investiga-
tors. The lung carcinogen index is a binary indicator vari-
able that reflects whether or not a subject (ever/never) has
been exposed occupationally to agents that have been
identified as increasing risk of lung cancer.

We emphasize that there are four limiting factors associ-
ated with using the new indices to control confounding.
First, the occupational information collected from study
subjects did not represent detailed lifetime work histories.
Second, the validity of the occupation coding has not been
established in relation to the actual jobs and occupations
held; because the Six Cities Study used a more detailed
occupation coding system than did the ACS Study, there is
greater potential in the former for valid attribution of both
the dirtiness index and the lung carcinogen index. Third,
the indices themselves are crude simplifications of com-
plex exposure circumstances. In a sense, the indices are
ecologic variables that establish an individual’s presence
within a potentially hazardous environment but do not
measure individual exposure. Fourth, the two indices con-
structed focus on the dirtiness of jobs and subjects ever/
never having been exposed to known lung carcinogens. It
is recognized that the dirtiness index may be more useful
in the case of deaths from respiratory conditions than
deaths from cardiovascular disease. The lung carcinogen
index is specifically designed to control for potential con-
founding by exposure in the workplace to agents known to
increase lung cancer risk.

The impact of these limitations is to lessen the ability of
the analyses to adequately adjust for potential con-
founding variables; that is, whatever bias in the original
results might be due to confounding by occupational expo-
sure would be diminished, but not necessarily eliminated,
in our reanalyses. Nevertheless, we believe that this
approach to controlling occupational confounding is an
improvement over the original analyses. The new indices
appeared to perform their intended function in that they
were correlated with other variables in an expected way.
The Six Cities Study had higher dirtiness scores, and
higher prevalence of occupational exposure to carcino-
gens, than the ACS Study, compatible with what is known
about the respective study populations. The dirtiness

index was not correlated with air pollution in the ACS
Study, but it was in the Six Cities Study. Although the dirt-
iness index was not a risk factor for mortality in the ACS
Study, it was in the Six Cities Study.

The inclusion of these new variables had almost no
impact on the relative risks of air pollution for cardiopul-
monary mortality and mortality from all causes. In the
ACS Study, we found excess risks for lung cancer from
exposure to sulfate pollution but not fine particle pollu-
tion; lung cancer risks exhibited little change after
adjusting for occupation. In the Six Cities Study, we found
a nonsignificant excess in lung cancer risk related to fine
particle air pollution, although this risk was attenuated
considerably when the occupational confounders were
included. There was a particularly high risk of lung cancer
among never-smokers (RR = 9.03, 95% CI: 0.63–129.28) in
the Six Cities Study even after adjusting for occupation,
although this may have been a statistical anomaly
resulting from the very small number of lung cancer deaths
(8) among never-smokers.

Although our attempt to control for occupational expo-
sure was constrained by the limitations in data quality, the
findings nevertheless increase our confidence that the
apparent increase in risk of general mortality—and in partic-
ular cardiopulmonary disease mortality associated with fine
particle air pollution—was not the result of  uncontrolled
confounding by occupational exposures. In the ACS Study,
even after the lung carcinogen index has been applied, the
possibility of some residual confounding by occupation for
mortality from lung cancer cannot be ruled out.

In both studies, occupational dirtiness rating exerted
some effect modification. The air pollution effects tended
to be stronger among subjects with high occupational dirt-
iness ratings, although the trends were not strictly mono-
tonic. Education similarly was an effect modifier, and our
attempts to disentangle the relative impacts of these two
covariates did not produce a clear distinction. (It is impor-
tant to remember that these two variables—education and
occupational dirtiness—not only are correlated but also
measure some of the same underlying social traits of the
study subjects.)

Time-Dependent Covariates

In long-term cohort mortality studies, the values of
important covariates may change over time, which leads to
concomitant temporal changes in risk. Although all cova-
riate values used in the ACS Study had been determined
when the cohort was defined in 1982, longitudinal
information on covariates was available for the Six Cities
Study from the follow-up questionnaires administered at 3,
6, and 12 years after enrollment. Using Poisson regression,
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we found that incorporating information on changes over
time in cigarette smoking and BMI had little effect on the
association between fine particles and mortality. Allowing
for the general downward trend in the average annual con-
centration of fine particles in the six cities, however,
resulted in somewhat lower risk (RR = 1.16; 95% CI: 1.02–
1.32) than we found with Poisson regression based on
fixed-in-time long-term average fine particle levels (RR =
1.31; 95% CI: 1.12–1.52).

As discussed in the Time-Dependent Covariates section,
the strong correlations that we observed between city-spe-
cific indices of fine particles did not allow us to discrimi-
nate among the risks of mortality for exposures received at
various time intervals before death. For example, as shown
in Table 53, the relative risk of mortality was roughly
equivalent for exposures received within 2 years of death,
3 to 5 years before death, and more than 5 years before
death. Multivariate models that included these indices
simultaneously were highly collinear, so risk estimates
were unstable (data not presented within this report). Fur-
ther exploration of the variations in risk associated with
fine particles is necessary before we can determine
whether long-term or short-term exposure is most
predictive of increased mortality. Such analyses will
require detailed individual exposure information in which
large changes in fine particle concentrations have occurred
over an extended period of time.

An ideal analysis would include time-dependent expo-
sure profiles for each individual in the study (Murdoch et
al 1992). The construction of such profiles would require
accurate information on study subject mobility linked to
ambient fine particle monitoring data for each residence

occupied during the period of interest, or even personal
monitors. The development of residence histories and
time-dependent exposures could be more informative for
the ACS Study than for the Six Cities Study because the
former exhibited greater variation in exposure patterns
among participants and a larger number of persons who
had moved.

Population Mobility

Population mobility is an important consideration in
long-term follow-up studies, because cohort members may
change residences, and hence change exposure, during the
observation period. Mobility is particularly important in
studies of environmental factors that affect population
health, as the level of exposure may vary substantially
with geographic location.

Population mobility is difficult to assess in the ACS
Study, because subjects’ residence changes were not gener-
ally monitored subsequent to 1982 enrollment. The Six
Cities Study afforded a greater opportunity to assess
mobility within the cohort.  The Reanalysis Team con-
structed postrecruitment residence histories for cohort
members using the follow-up interviews and the annual
contacts with study participants.

Mobility within the Six Cities Study cohort was limited;
only 18.5% of participants left their original city of resi-
dence during the follow-up period. The relative risk of
mortality from all causes in the subcohort of nonmovers
was similar to that in the entire cohort.

Movers were younger and better educated than non-
movers, and did not exhibit a significantly elevated relative
risk of fine particle–associated mortality from all causes

Table 53. Relative Risks of Mortality from All Causes Associated with Selected Indices of Fine Particle Air Pollutiona 
Based on the Multivariate Poisson Regression Model 

Model Fine Particle Index of Exposure 
Relative Riskb 

(95% CI)

1 Exposure to PM2.5 for each city remained fixed over the entire follow-up period 1.31 (1.13–1.52)
2 Exposure to PM2.5 for each city was defined according to 13 calendar periodsc 1.16 (1.02–1.32)
3 Exposure to PM2.5 was assigned based on the city-specific mean exposure estimate for the 

earliest year available
1.19 (1.08–1.30)

4 Time-dependent estimate of PM2.5 exposure received during the 2 years before death 1.16 (1.02–1.31)
5 Time-dependent estimate of PM2.5 exposure received 3–5 years before death 1.14 (1.02–1.27)
6 Time-dependent estimate of PM2.5 exposure received > 5 years before death 1.14 (1.05–1.23)

a Relative risks were calculated for a change in the pollutant of interest equal to the difference in mean concentrations between the most-polluted city and 
the least-polluted city; in the Six Cities Study, this difference for fine particles was 18.6 �g/m3.

b Relative risks were adjusted for age, gender, body mass index, education, number of years smoked (at baseline), number of cigarettes smoked weekly, and 
occupational exposures.

c Exposures were defined according to 13 calendar periods: earlier than 1979, 1979, 1980, 1981, ..., 1989, and 1990 or later.
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(RR = 1.08, 95% CI: 0.67–1.76). However, relative risks
declined with increasing educational attainment,
decreasing from 1.56 (95% CI: 0.67–3.64) among movers
with less than a high school education to 0.96 (95% CI:
0.40–2.30) among those with more than high school educa-
tion. As the subgroup of movers was small, relative risks
were estimated with less precision than in the much larger
subgroup of nonmovers.

We also evaluated pre-enrollment mobility using the
reported number of years subjects had lived in the original
city of residence before they enrolled in the study.
Including residency duration as a predictor of mortality
from all causes did not appreciably alter the relative risk of
mortality associated with exposure to fine particles.

Alternative Air Quality Data

In the Six Cities Study, the Original Investigators had
monitored ambient air pollution levels throughout the
study period using data from federal and state monitoring
stations, as well data from their own monitors developed
specifically for that study. In the ACS Study, 1980 data had
been obtained for sulfate (151 cities) and fine particles
(50 cities) from AIRS and from the EPA’s IPMN. The Six
Cities Study data have been subjected to several indepen-
dent audits, including that by the Reanalysis Team. Our
audit of the ACS air pollution data was more difficult
because of the limited information about how the database
was constructed.

In order to test the sensitivity of the relative risk esti-
mates that had been obtained by the ACS Study Original
Investigators, the Reanalysis Team developed several
alternative indices of exposure to fine particle air pollut-
ants. We examined all available AIRS data for the period
1980–1989, and constructed exposure indicators for 133 of
the ACS Study cities from fine particle air pollution data
for 1980–1981. With the AIRS data and additional data
from the IPMN, we were able to assemble alternative sul-
fate data for 144 of the 151 cities in the ACS Study. These
alternative sulfate data led to risk estimates similar to
those obtained by the Original Investigators. However, cor-
recting the sulfate data for a known artifact in the high-
volume samplers used to generate the AIRS data reduced
the sulfate concentrations by approximately 50%, and
somewhat increased the multiplicative risk estimates for
all-cause and cardiopulmonary disease mortality. These
alternative sulfate data reduced the estimate of lung cancer
mortality associated with sulfate concentration from 1.33
(95% CI: 1.10–1.61) using the original sulfate data  to 1.18
(95% CI: 0.96–1.47) using the adjusted sulfate data.

Using data derived from the IPMN, we obtained fine
particle measurements for 63 cities, rather than the 50
cities in the original ACS Study’s fine particle cohort.
These data led to estimates of risk slightly lower than those
obtained by the Original Investigators for all-cause, car-
diopulmonary disease, and lung cancer mortality.

Further analysis by the Reanalysis Team failed to reveal
increased risks of mortality for inhalable particles (PM15),
the coarse particle fraction (PM15�2.5), or total suspended
particles in the approximately 60 cities for which such
data were available from the IPMN. We noted no increased
association between all-cause mortality and total
suspended particles in the 154 cities for which total sus-
pended particle data were available from AIRS.

Gaseous Copollutants

Air pollution is a complex mixture of not only fine par-
ticles and sulfate, but also gaseous copollutants including
carbon monoxide, nitrogen dioxide, ozone, and sulfur
dioxide. These gases, present in varying degrees in virtu-
ally all urban centers in the United States, are often highly
correlated both spatially and temporally. They have been
associated with cardiorespiratory morbidity and mortality
in time-series studies, and it is possible that long-term
exposure to these gases also contributes to the observed
association between mortality and exposure to either fine
particles or sulfate. Because of the strong interrelations
among these copollutants, it is difficult to separate their
effects. This is recognized as an area of high priority for
future research (National Research Council 1998, 1999).

The Six Cities Study, with its small number of cities and
high degree of correlation among the air pollutants moni-
tored, did not permit a clear distinction among the effects
of gaseous and fine particle pollutants. Indeed, estimates
of the relative risk of mortality from all causes were similar
for exposure to fine particles, sulfate, sulfur dioxide, and
nitrogen dioxide. Of the gaseous copollutants in the Six
Cities Study, only ozone did not display an association
with mortality.

The ACS Study, which involved a much larger number
of cities with more diverse ambient air pollution profiles,
afforded a greater opportunity to evaluate the effects of the
gaseous copollutants. The supplementary data assembled
by the Reanalysis Team on sulfur dioxide, ozone, nitrogen
dioxide, and carbon monoxide permitted us to roughly
evaluate the impact of these gaseous pollutants on
mortality. Although no positive associations were found
in the Cox regression models between ozone, nitrogen
dioxide, or carbon monoxide and mortality from all
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causes, cardiopulmonary disease, or lung cancer, sulfur
dioxide did demonstrate a significant association with all-
cause and cardiopulmonary disease mortality. In the ACS
Study, the association between sulfur dioxide and
mortality persisted after we made adjustments for spatial
autocorrelation (see below).

Sulfur Dioxide

We observed a stronger association between sulfur
dioxide levels and mortality from all causes in the ACS
Study than  between either fine particles or sulfate and all-
cause mortality. This difference in the strength of the asso-
ciation with mortality could result from the stability of the
city-specific pollutant exposure estimates. Sulfate and fine
particle mass data were obtained only every six days,
whereas the gaseous pollution data were obtained hourly
and averaged daily. Thus, city-specific average concentra-
tions for gaseous pollutants comprised six times as many
observations as the fine particle averages.

We therefore constructed a new exposure measure for
sulfur dioxide, the gaseous pollutant most strongly associ-
ated with mortality. We used only those days in 1980 in
each city for which there was also an available sulfate mea-
surement. On the basis of this limited dataset, the relative
risk of all-cause mortality associated with sulfur dioxide
was 1.32 (1.24–1.40), a value similar to that based on all
available observations (RR = 1.30; 95% CI: 1.23–1.38).
Thus, the fact that sulfur dioxide was a stronger predictor
of mortality than was sulfate does not appear to be due to
the larger number of sulfur dioxide measurements.

We examined the association between mortality and
exposure to sulfur dioxide for subjects who had not com-
pleted high school (RR = 1.28; 95% CI 1.15–1.43), subjects
who had completed high school (RR = 1.50; 95% CI 1.35–
1.67), and subjects who had had more than high school
education (RR = 1.17; 95% CI 1.07–1.29). The sulfur
dioxide effect on mortality risk was diminished for the
best-educated subjects, a pattern we also observed with
exposures to fine particles and sulfate. However, the sulfur
dioxide effect, unlike the fine particle effect, was not the
strongest for the least-educated subjects.

Acid Aerosols

Acid aerosols may mediate the association between fine
particle air pollution and adverse health outcomes (Spengler
et al 1990; Lippmann and Thurston 1996). We found an asso-
ciation with acid aerosols (RR = 1.12; 95% CI: 0.97– 1.30)
in the Six Cities Study. However, we could not test this
hypothesis for the ACS Study because no measurements of
acid aerosols were available. In the two time-series studies
reporting exposure to acid aerosols, no associations were

found (Dockery et al 1992; Schwartz et al 1996). Lippmann
and Thurston (1996) found that sulfate correlated well with
acid aerosols; therefore, because sulfate-associated mor-
tality risks were present in both studies under review here,
an association between mortality and acid aerosols may
exist for the ACS Study as it does for the Six Cities Study.

Ecologic Covariates

Gamble (1998) suggested that ecologic covariates other
than the gaseous copollutants may have confounded the
relation between fine particles and mortality in the ACS
Study data. To address this concern, the Reanalysis Team
considered 20 such ecologic covariates. (This analysis
was necessarily restricted to the ACS Study; the inclu-
sion of even five ecologic covariates other than air pollu-
tion in analyses of the Six Cities Study data would have
resulted in a saturated risk model, in which the number
of city-level covariates equals the number of cities.)

In order to avoid introducing ecologic covariates that
may be artifactually associated with mortality, we identi-
fied a list of a priori covariates for which there was some
plausible basis for suspecting an association with mor-
tality. In this regard, we considered the main determinants
of population health, including genetic, biological, envi-
ronmental, occupational, social, and behavioral determi-
nants, as well as health services. We obtained covariate
values for the relevant metropolitan areas in the ACS
Study from publicly available data sources such as the US
Census Bureau and the US National Oceanic and Atmo-
spheric Administration (NOAA). 

When they are included in the Cox regression model, a
number of these ecologic covariates appeared to be corre-
lated with mortality. Specifically, population change,
income, unemployment, education, income disparity,
number of hospital beds, temperature, temperature varia-
tion, water hardness, sulfur dioxide, nitrogen dioxide, and
ozone were significantly associated with mortality in the
sulfate cohort (P < 0.05). However, because income dis-
parity and nitrogen dioxide were negatively correlated with
mortality, and water hardness was positively correlated,
these ecologic associations require careful interpretation.

The diminished effect of sulfate on mortality risk esti-
mates after we adjusted for either population change or
exposure to sulfur dioxide warrants some discussion. The
statistical effects of including ecologic covariates in the
Cox proportional-hazards regression model are not well
understood. Consequently, the Reanalysis Team invest-
igated these effects by computer simulation under
controlled conditions in which the true effect of the eco-
logic covariate is known (personal communication from
Michal Abrahamowicz to the Ranalysis Team 2000). We
found that including ecologic covariates in the Cox regres-
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sion model reduced the estimated relative risk of the expo-
sure of primary interest (in this case, fine particle air
pollution). Unlike the case in linear ecologic regression,
this effect was observed regardless of the strength of the
association between the ecologic covariate and mortality,
or the correlation between the ecologic covariate and the
primary exposure. This downward bias in the relative risk
of the primary exposure persisted even when the correla-
tion between the covariate and exposure was negligible.
This bias was small in many circumstances, but could be
20% or higher when the ecologic covariate was highly cor-
related with air pollution. The most important factor in
determining the extent of this downward bias was the
strength of the association between the covariate and mor-
tality. Still, to obtain as accurate an estimate as possible of
the sulfate-associated relative risk of mortality, our results
suggest that it is better to adjust for relevant ecologic cova-
riates than not.

Contextual Ecologic Effects

The Reanalysis Team made extensive efforts to identify
ecologic covariates that would contribute to spatial varia-
tion in mortality rates among the cities in the ACS Study,
and might confound the association between mortality and
fine particle air pollution. Our multivariate Cox regression
models identified a number of ecologic variables that
altered the relative risk of mortality associated with fine
particles or sulfate by more than 25%. Of the variables
flagged as potential confounders in this way, population
change, altitude, and sulfur dioxide were significant pre-
dictors of mortality in several of our multivariate Cox
regression models. Although individual-level covariates,
as had been used by the Original Investigators, are gener-
ally preferred over ecologic covariates in epidemiologic
analysis, we used ecologic information on income because
individual income was not recorded for the ACS Study.
Variables such as population change and unemployment
rate inherently represent community-level or contextual
effects.

Certain variables can influence mortality at both the
individual and the community level. For example, educa-
tional attainment was included as an individual covariate
in our models, but also in our two-stage spatially filtered
multivariate regression models for all-cause and cardio-
pulmonary disease mortality in the sulfate cohort.

Although this study focused on the association between
fine particle air pollution and mortality, the contextual
effects of education and other ecologic covariates on
mortality warrant further exploration elsewhere. Useful
guidance on the interpretation of the contextual education
effect can be derived from recent work in the Netherlands

(Schrijvers et al 1999). This study showed that inequalities
in health, associated with inequalities in educational
attainment, can be explained by a combination of behav-
ioral and material factors. Behavioral factors include
smoking, drinking, exercise, and dietary habits. Material
factors include environmental quality (broadly defined to
include housing, noise, and other pollution exposures) and
factors such as the psychosocial stress of struggling to sur-
vive with the knowledge that others have much more mate-
rial wealth. The relative risk of dying appears to take a fairly
consistent ordering across educational strata and so do the
material and behavioral risk factors. Behavioral and mate-
rial factors together contribute to the health inequalities,
but material factors contribute both directly (eg, through
poor housing and environments) and indirectly (through
modified behavior), which increases the importance of
material factors.

This and other studies have suggested at least two pos-
sible explanations of the educational effect. One is differ-
ential exposure; less-educated persons appear less likely
to avoid the risks of ambient air pollution (Hamilton
1995), and other factors that may influence health, than
persons with higher education (Link and Phelan 1996). In
a recent, ongoing study in Hamilton, Ontario, Jerrett (1999)
found that enumeration areas (similar to the census block
units in the United States) with high proportions of indi-
viduals with less than high school education were 2.5
times more likely to be within high pollution zones than
areas populated more by educated individuals. This effect
persisted even when researchers controlled for other
potential predictors of exposure, including income and
dwelling value.

The second possible explanation for the educational
effect involves what can be called a healthy/unhealthy
contagion phenomenon. Economic geographers use this
concept to help explain the diffusion of technological
innovation within specific regions (Miron 1984), and med-
ical geographers use the term to characterize the move-
ment of disease over space (Cliff and Haggett 1988). This
concept might also be relevant for lifestyle behavior. Pos-
sibly, within better-educated communities, there is a pro-
pensity toward healthier living simply because people
who live in close proximity are likely to imitate good
behavioral traits in others around them. In other words,
the interaction creates what could be a healthy community
effect. The opposite, an unhealthy community effect, may
possibly occur in less-educated communities. We would
expect individuals in healthy communities to be better
able to cope with a range of health risks, including air
pollution, because of the relative absence of other risk fac-
tors. Likewise, we would expect to see air pollution exert a
significantly greater effect in unhealthy communities.
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A growing and impressive body of literature using mul-
tilevel models suggests that both personal characteristics
and place of residence can help to explain health inequal-
ities (see, for example, Duncan and Jones 1996). In our
reanalysis of the ACS Study, we found some evidence that
education was important in both individual and ecologic
regression models. In the individual-level models, the pol-
lution effect diminished or became insignificant when the
model was stratified by education, and the ecologic
models suggested that a community-wide educational
effect may be at work. The individual model findings,
combined with the importance of the ecologic education
variable, lend more support to the possibility that expo-
sure tends to vary with education.

This effect modification may well be due to the combi-
nation of spatial variation in intracity distributions of pol-
lution, segregation of neighborhoods with low education,
and the resulting inequitable exposure to pollution for per-
sons of low education and places of high unemployment.
In this case education becomes a marker for exposure mis-
classification, and although some of the effect modifica-
tion by education may still result from contagious healthy
or unhealthy living associated with community-wide edu-
cation, the majority of the effect modification still results
from exposure to pollution.

The association between mortality and air pollution
found in the ACS Study may have been influenced mostly
by persons of relatively low educational status who live in
areas of high pollution. This interpretation would join a
growing body of literature on environmental justice or
equity (Jerrett 1997; Institute of Medicine 1998) that con-
nects socioeconomic and racial status to disproportionate
pollution exposures. Although much remains to be inves-
tigated regarding the health effects of such exposures, indi-
cations are that at least part of the socioeconomic and
racial inequalities in health observed in the United States
and other countries arise from the higher exposures of dis-
advantaged groups.

Some variables that we expected would have a signifi-
cant effect on mortality were not strongly associated in our
analyses. For example, although still controversial (Judge et
al 1998), many studies (Kawachi and Kennedy 1997;
Kaplan 1996; Wilkinson 1996) have suggested that income
disparity (measured in our analyses by Gini coefficients) is
an important determinant of health in the United States and
that lower-income groups consistently display higher levels
of age-standardized mortality. In the United States, income
inequalities often translate into spatial inequalities (Massey
and Denton 1993); because of residential segregation,
disadvantaged individuals are subject to greater exposures
from ambient fine particles, which may lead to misclassifi-
cation bias.

These spatial inequalities may translate into exposure
inequalities and a higher degree of exposure misclassifica-
tion within the MSAs. Yet the Gini coefficient was not
strongly associated with mortality in the ACS cohort. In
the few models in which the Gini coefficient did achieve
significance, it was negatively correlated. This unexpected
finding might arise from the different locations for income
disparity and high relative risk of mortality associated
with air pollution. In the ACS Study, income disparity cen-
tered mostly in the Deep South around Mississippi, and
the relative risks, as mentioned, were highest in the Lower
Great Lakes region.

Spatial Autocorrelation

In the original analyses of both the Six Cities Study and
the ACS Study, the possibility of spatial autocorrelation in
both mortality rates and exposure to fine particle air pollu-
tion had not been considered. In addition, other covariates
used in both the original analyses and the reanalysis may
have been autocorrelated spatially. The presence of spatial
autocorrelation affects the statistical power of the associa-
tions, with positive spatial autocorrelation in the residuals
increasing the likelihood of a false-positive finding. In the
ACS Study, which spanned the breadth of the continental
United States, the existence of regional differences could
lead to spatial autocorrelation, and we conducted addi-
tional analyses to take this into account.

The spatial analysis focused on city-specific mortality
rates adjusted for all individual-level covariates, but not
air pollution, using a risk model selected from a large
number of alternative models fit to the ACS Study data. We
then examined the association between these adjusted
city-specific mortality rates and ecologic covariates,
including fine particle levels and gaseous copollutant con-
centrations, using spatial regression methods. We detected
significant positive spatial autocorrelation for most covari-
ates, including the adjusted mortality rates, ambient air
pollutant levels, and supplementary ecologic covariates
such as education.

The analyses conducted by the Reanalysis Team to
account for spatial autocorrelation in the ACS Study data
are summarized in Figure 22. Both the standard Cox model
that had been used by the Original Investigators and our
two-stage regression Independent Observations Model
assume statistical independence among all observations,
and are included as points of reference.

We considered five additional two-stage random effects
model specifications to account for spatial patterns in the
data. The Independent Cities Model acknowledges the
possibility that subjects living in the same city are more
likely to have similar mortality rates than subjects living in
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different cities. To look for evidence of clustering of
mortality by city, we compared variation in the logarithms
of the estimated city-specific relative risks obtained in the
first stage of our two-stage regression approach to their
standard errors. If the observed variation was similar to the
estimation error, then cities could not be distinguished in

terms of mortality rates. However, if there was additional
variation in these estimates after we controlled for risk fac-
tors such as city-level air pollution measurements, then we
modeled the variation in mortality rates among cities by
including a random effect for each city with a common
variance. This additional variation affects the estimates of
the influence of city-level and ecologic covariates as well
as their uncertainty.

In the first (Independent Cities) random effects model,
we assumed that the mortality rates for cities are statisti-
cally independent. Under this model, the relative risk of
all-cause mortality associated with exposure to airborne
sulfate was increased over that in models assuming inde-
pendence among subjects because both estimation error
and variation in risk among cities were included in the
weighting scheme for combining risk estimates across
cities. This type of weighting scheme generates more uni-
form weights among cities than that used in the Indepen-
dent Observations Model, in which the weights depend
only on the estimation error. The degree of uniformity
depends on the magnitude of the intercity variation in risk
relative to the average within-city estimation error. Under
the random effects model, if the variation among cities is
comparatively large, then the city-specific weights will be
similar and the larger cities are weighted less. If the mor-
tality rates in these larger cities do not conform to a predic-
tive model for sulfate-associated mortality, they will have
less influence on the analysis, thus increasing the relative
risk of mortality associated with exposure to sulfate.

Confidence intervals on the relative risk estimates for
all-cause mortality obtained under the Independent Cities
random effects model are much larger than those for the
standard Cox model because the standard error of the log-
arithm of the sulfate relative risk was twice the size of that
obtained from the Cox model. This indicates that we do
not really have over half a million (the sample size) inde-
pendent observations in the ACS Study with respect to
determining air pollution effects; rather, the effective
sample size in the ACS Study is approximately half the
total sample size (ie, the number of subjects divided by the
variance inflation factor of 2).

We then questioned the assumption that mortality risks
were independent among cities. Even after we controlled
for available risk factor information at the individual and
ecologic level, there was evidence of residual spatial auto-
correlation among the city-specific risk estimates. Thus
there was some unidentified process that varied in space
and resulted in broader regional clustering of mortality
rates. We addressed the statistical form of this spatial
dependence from four approaches. In the first (Regional
Adjustment Model), we adjusted the city-specific relative

Figure 22. Effects of sulfate or sulfate and sulfur dioxide on relative risks
of mortality from all causes using the ACS Study data. Top panel: Relative
risks of mortality associated with an increase in sulfate concentrations of
19.9 µg/m3 by type of statistical model for the dependency among subjects
and cities. Bottom panel: Sulfate and sulfur dioxide were both included in
each model and the relative risk of morality associated with each pollutant
was calculated. In the left sections, the Independent Observations Models
assume subjects are statistically independent (standard Cox model; two-
stage regression assumes error variance equal to city-specific estimation
error). In the right sections, all Clustered by City Models assume that the
population’s mortality is clustered within each city; risks were calculated
using two-stage random effects regressions. In the Independent Cities
Model (I.C.), data in different cities were assumed to be independent. In
the Regional Adjustment Model (R.A.), mortality rates were adjusted for
seven US regions. In the Simultaneous Autoregressive Model (S.A.R.),
cities were assumed to be spatially dependent and analyses included an
error structure based on nearest-neighboring cities. In the Filtered Mor-
tality Only Model (F.M.), city-specific relative risks were spatially filtered
before being linked with air quality data.  In the Filtered Both Sides Model
(F.B.S.), both relative risks and air quality data were spatially filtered. Error
bars represent ±2 SE. 
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risks of seven regions of the United States by using indi-
cator functions for each region in the two-stage random
effects regression model. The sulfate-associated relative risk
of mortality estimated under the Independent Cities Model
(RR = 1.25) decreased by about 32% under this Regional
Adjustment Model (RR = 1.19), suggesting that some of the
association between sulfate and mortality was the result of
broader regional associations in these variables. Statistical
tests for spatial autocorrelation in the residuals from the
Regional Adjustment Model provided little evidence of fur-
ther spatial dependency in the data (P > 0.10).

We also attempted to remove spatial autocorrelation in
the stochastic error structure of the model, as opposed to
addressing spatial autocorrelation through the determin-
istic part of the model (as in the Regional Adjustment
Model), using our simultaneous autoregressive modeling
approach. In this case, we considered residuals to be spa-
tially autocorrelated if they were a nearest-neighbor under
the assumption that cities closer to one another have more
similar mortality experiences than cities farther part. As
with the Regional Adjustment Model, the sulfate-associ-
ated relative risk of mortality under the Nearest-Neighbor
Model (RR = 1.20) was lower than that obtained from the
Independent Cities Model (RR = 1.25). This modeling
approach also eliminated much of the evidence of spatial
autocorrelation in the residuals (P > 0.10).

Our third approach to the issue of spatial autocorrela-
tion involved modeling spatial patterns in the data
directly. Here, the relative risk of each city was compared
with the risks for neighboring cities within a distance
selected such that the residual spatial autocorrelation was
minimized; we used all cities within a 600-km radius to
determine an average risk for adjustment purposes. (This
approach is similar to that for time-series mortality studies
in which temporal trends in mortality rates are removed by
using multiday moving-average filters.) This approach has
the advantage over the Regional Adjustment Model that
the data themselves effectively select the size of the
regions and control for spatial autocorrelation at each city.
To explore the impact of filtering only the mortality and
not the pollution data (Filtered Mortality Only), we
regressed sulfate concentrations on the spatially filtered
city-specific mortality rates. The resulting sulfate-associ-
ated relative risk (RR = 1.14) was lower than it was under
the other methods used. Thus, it appears that in the rela-
tion between sulfate and mortality there is subregional
spatial structure that the Regional Adjustment Model did
not remove.

The final approach (Filtered Both Sides) involved fil-
tering not only the city-specific relative risks of mortality,
but also the sulfate concentrations. Here, a 600-km radius

was sufficient to remove any evidence of spatial autocorre-
lation in the sulfate data. With this approach, we com-
pared mortality rates and sulfate levels after we removed
broad spatial patterns in both variables, representing both
sides of the regression equation relating mortality and air
pollution. The estimated sulfate-associated relative risk
was lower under the Filtered Both Sides Model (RR = 1.09)
than under the Filtered Mortality Only Model (RR = 1.14),
further suggesting that broad spatial patterns in sulfate
concentrations account for some of the association with
mortality.

These analyses provide strong evidence that mortality
rates are clustered by city and that effects in neighboring
cities are more similar than are those in distant cities. The
spatial regression methods suggest that part of the relation
between sulfate and mortality is probably due to some
unobserved variable or group of confounding variables. In
particular, we see that the sulfate-associated effect drops
from a relative risk of 1.25 with the Independent Cities
Model, to 1.19 with the Regional Adjustment Model, and
to 1.09 with the Filtered Both Sides Model. Subtracting the
results of the Regional Adjustment and Filtered Both Sides
Models from the Independent Cities Model gives a pos-
sible range (RR of 0.6–0.16) over which the sulfate-associ-
ated effect results from spatial autocorrelation in the data.
When we convert this to a percentage on the basis of the
relative risk of 1.25 from the Independent Cities Model, it
suggests that uncontrolled spatial autocorrelation
accounts for 24% to 64% of the observed relation. None-
theless, all our models continue to show an association
between elevated risks of mortality and exposure to air-
borne sulfate.

Spatial Analysis of the Joint Effects 
of Sulfate and Sulfur Dioxide

Our standard Cox model analysis of ecologic covariates
indicated that adjustment for sulfur dioxide, a gaseous
copollutant, reduced the sulfate-associated relative risk of
mortality. We examined the possible effects of spatial
autocorrelation on this association, and the results are
shown in the bottom panel of Figure 22. In all models con-
sidered, the relative risk of all-cause mortality associated
with exposure to sulfur dioxide was greater than that for
sulfate. Furthermore, when sulfur dioxide was included as
a covariate, the sulfate-associated relative risk did not
achieve formal statistical significance (P < 0.05) in any
model except the Independent Cities Model. The relative
risk associated with sulfur dioxide was statistically signif-
icant in all models examined. After we adjusted for sulfur
dioxide levels, the variation in city-specific relative risks
of mortality was much lower than after we adjusted for sul-



229

D Krewski et al

fate or fine particle concentrations. This suggests that
sulfur dioxide accounted for much more of the variation in
between-city mortality than sulfate. The addition of sulfur
dioxide into the models with sulfate removed spatial
autocorrelation in the residual mortality rates. However,
the sulfur dioxide effect was also sensitive to the method
of analysis; the relative risk for all-cause mortality based
on the Independent Cities Model (RR = 1.27) exceeded that
for the Filtered Both Sides Model (RR = 1.19). Thus, the
effect observed at broad spatial levels (RR = 1.27 � 1.19 =
0.08) was less than that observed at local levels (RR = 1.19 �
1.00 = 0.19). In contrast, sulfate demonstrated a stronger
effect at the broad spatial level (RR = 1.25 � 1.09 = 0.16)
than at the local level (RR = 1.09 � 1.00 = 0.09). This may
result from the degree of spatial autocorrelation in the air
pollution data; using Moran I, the spatial autocorrelation
for sulfur dioxide was 0.27 whereas that for sulfate was
0.39.

EXPOSURE MEASUREMENT ERROR

A potentially important source of exposure measure-
ment error in both the Six Cities Study and the ACS Study
is that data from fixed-site monitors rather than personal
dosimeters necessarily were used to evaluate individual
exposures to ambient air pollutants. For a number of cities
in the ACS Study, data were available from more than one
monitor, and those data were averaged to provide an indi-
cator of exposure for all individuals in the city.

Air pollution exposure is an ecologic index that refers to
cities and not individuals. As an ecologic variable, it has
limitations associated with its use, including, among
others, levels of air pollution before the studies began,
variations within and between cities during follow-up,
declining levels in ambient particles over time, and the
changing chemical makeup of air pollution.

When fixed-site monitors are used and other internal
sources of particles of comparable toxicity are excluded,
measurement error should bias associations toward the null
hypothesis of no effect and decrease statistical precision
(Zidek et al 1996). If exposure measurement errors can be
characterized, statistical methods exist to adjust risk esti-
mates for those errors (Fung and Krewski 1999a,b). Empir-
ical data on the exposure measurement error incurred from
using fixed-site monitors to represent individual long-term
average exposures are unavailable at present. Moreover, it
will be difficult to generate such data because of the need
to collect individual exposures over an extended period of
time.

We attempted to gauge the potential impact of exposure
measurement error on estimates of mortality risks associ-
ated with long-term exposure to fine particle air pollution

by examining the variation among fixed-site monitors in
the same metropolitan area. Intermonitor variation pro-
vided some information;  specifically, for individuals with
limited intracity mobility, the difference between the
ambient pollutant concentration at the nearest monitor and
the average of all city monitors provides a rough indication
of the extent of exposure measurement error. However, the
average of the multiple city monitors provides a better indi-
cation of long-term average exposure for highly mobile
individuals within a city. This suggests that within-city
intermonitor variation can roughly indicate the extent of
exposure measurement error incurred when fixed-site
ambient air pollution monitors are used instead of personal
dosimeters. To the extent that there is a high degree of pop-
ulation mobility within a given city, this may actually over-
estimate the degree of exposure measurement error.

The Reanalysis Team employed within-city intermon-
itor variation as a rough indicator of exposure measure-
ment error for fine particles to calculate, using the
nonparametric simulation extrapolation method devel-
oped by Carroll and colleagues (1995), adjusted estimates
of the relative risk of mortality based on a simplified Cox
regression model that included fine particles and smoking.
Because the degree of measurement error varied among
cities, we prepared adjusted estimates for a range of pos-
sible degrees of measurement error.

The results indicate that this type of random exposure
measurement error could lead to substantial underestima-
tion of risk associated with long-term exposure to fine par-
ticle air pollution. In the Six Cities Study, for example, the
estimated relative risk of 1.26 for all-cause mortality might
be in the range of 1.30 (low measurement error) to 1.50
(high measurement error), if we could adjust for this
source of error. However, because the true extent of expo-
sure measurement error remains unknown, these adjusted
risk estimates are only indicative, and they need to be
interpreted with caution.

A more complete quantitative evaluation of the poten-
tial impact of exposure measurement error would require
that additional sources of error be incorporated into the
analysis. For instance, instrumentation error (both random
and systematic) inherent in daily readings from the fixed-
site monitors requires consideration. However, this source
of error may be small in relation to the spatial variation in
pollutant levels within a large metropolitan area. The com-
plex interrelation between indoor and outdoor sources of
exposure to fine particles also warrants consideration, as
do time-activity patterns reflecting the time individuals
spent outdoors.

It should be clear that, as in other studies of ambient air
pollution, the estimates of increased mortality associated
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with exposure to ambient air pollution exclude exposure to
fine particles and other pollutants from indoor sources. The
implicit assumption in such analyses is that total personal
exposure can be partitioned into two components repre-
senting airborne fine particles from outdoor and indoor
sources. Two questions that arise are whether this assump-
tion is correct, and whether the effects observed in this and
other studies were confounded by indoor air pollution.

With regard to the first question, fine and ultrafine air-
borne particles do penetrate indoors (Dockery and Spen-
gler 1981a,b; Spengler et al 1981; Spengler and Sexton
1983), and individuals will be exposed to ambient fine
particles regardless of their activity patterns. For example,
Dockery and Spengler (1981a,b) estimated that the indoor
concentration of fine particles of outdoor origin was about
70% of the outdoor value, although full air-conditioning
could reduce this to about 30%.

Leech and colleagues (1996) estimated that North Amer-
icans spend almost 88.6% of their time indoors, 6.1% out-
doors, and 5.3% in vehicles; thus one would expect indoor
air to be important in these time-series studies. The level
of exposure to fine particle air pollution from indoor
sources varies by individual, depending on personal
activity patterns. The main argument for partitioning the
two components of fine particles is that particles generated
indoors will be different from ambient air fine particles.
Outdoor particles consist of coarse particles from dust, and
finer fractions of sulfate and carbon particles generated
mostly by internal combustion. Indoor air fine particles are
generated by indoor sources and activities, such as ciga-
rette smoke, radon, indoor combustion of fuels, molds,
fungi, shedding of human skin, and personal grooming
habits (Spengler and Sexton 1983; Wallace 1996).

If these levels are approximately constant across cities,
then the differential effect on rates of mortality will be
minimal and the indoor component should not confound
the effects of the outdoor component. The fact that
smoking status had little effect on the association between
fine particles and mortality provides some support for this
position. Neither the Six Cities Study nor the ACS Study
included information on environmental tobacco smoke in
the home and the workplace. However, because the effects
of passive smoking on mortality are generally much
smaller than the effects of active smoking, these effects
could also be minor.

Although most cross-sectional studies have found very
low correlations between personal exposures and indoor
and outdoor levels of exposure to air pollution (Dockery
and Spengler 1981b; Wallace 1996), a recent within-subject
study suggested much higher correlations (Janssen et al
1998). The within-subject longitudinal component of vari-

ability answers the primary question of whether personal
exposure, averaged across individuals, correlates with
levels measured outdoors. This is very important in time-
series studies, because the analysis focuses on day-to-day
variations in air pollution, but it is not critical in an analysis
that uses fixed values.

ACCURACY OF MORTALITY DATA

We have assumed, as did the Original Investigators, that
the underlying causes of death were accurately reported
and accurately coded. It has been found, however, that the
accuracy of coding varies with cause of death (Alderson
and Meade 1967; de Faire et al 1976; Engel et al 1980;
Percy et al 1981). Cancer deaths usually are coded with
more than 80% accuracy, but deaths from respiratory and
cardiovascular diseases are often confused. In particular,
when persons had these conditions concurrently and both
contributed to death, there can be some uncertainty about
which should be selected as the primary underlying cause.
In other instances, there may be errors in selecting one
underlying cause in a complex chain of health events (eg,
cancer leading to pneumonia and then to respiratory
failure). Largely for these reasons, the Original Investiga-
tors combined cardiovascular and respiratory diseases in
their analyses. As part of our sensitivity analyses, we also
conducted separate analyses for these causes of death. In
the absence of differential errors between cities in
reporting the underlying cause of death in either study, we
would expect that such errors would dilute the true associ-
ations. Unfortunately, we have no data to confirm such an
absence; obtaining such information would be a major
undertaking and was outside of the scope of this project.

SELECTION BIAS

The results of the Six Cities Study and the ACS Study
have influenced the development of national air pollution
control policy in the United States. Therefore, it is impor-
tant to consider the extent to which the studies’ results are
applicable to the general United States population.

There are two issues, one related to generalizability and
the other to bias, regarding the representativeness of these
findings. If study subjects were not representative of their
entire communities, it could compromise the generalizabil-
ity of the findings. For instance, if the study undersampled
persons of low social class or some other socioeconomic or
demographic indicator, then the findings strictly are appli-
cable only to the proportion of the population that matches
the profiles of the subjects who were included. In the ACS
Study, for example, 94% of the population was white; thus
the results may not apply to other racial groups. Still, it
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can be argued that relevant biological processes are likely
to be identical across racial groups, so that air pollution is
likely to have similar effects on all segments of the popula-
tion.

Another possibility is that study subjects were not rep-
resentative of their target populations and differed in cer-
tain key characteristics from community to community.
Statistical analyses could adjust for those differences for
which individual data were available. However, these
adjustments might not capture all important differences.
Intangible and unmeasured factors, related perhaps to the
sociodemographic profiles of the communities, could have
a bearing on who was recruited into the studies.  Statistical
adjustments for such contextual ecologic effects could be
attempted, although the completeness of such ecologic
adjustments would be difficult to assure. A bias in esti-
mating mortality effects from air pollution would occur
only if the reasons for being included or excluded from the
study differed city by city and if these reasons were also
correlated with mortality rates.

In the Six Cities Study, potential subjects, selected from a
sampling frame of addresses, had been included in the
study if they were contacted successfully and agreed to par-
ticipate. The methods used to select subjects from the sam-
pling frames were based on sound statistical sampling
procedures. If the structure or nature of the sampling frames
(household voting lists or private census for commercial
listings) differed from city to city, or if the fieldwork proce-
dures varied in any way that could influence the likelihood
of participation, then there could be differential subject
enrollment in the different cities. Ferris and colleagues
(1979) compared the age-gender distributions in the Six
Cities Study to the 1970 US census, and found important
deviations from the expected numbers of subjects enrolled
in the various age strata as well as in some broad occupa-
tional groups. This suggests that subjects were not represen-
tative of the occupational and age distributions of the target
populations in all cities. The authors concluded that the
largest deviations occurred in Harriman.

Other than age, gender, and occupation, we have no
information about the characteristics of the sampling areas
and whether they were comparable to each other sociode-
mographically. Subjects had been enrolled over a 4-year
period (1974 until 1979) and, unless those years saw sec-
ular changes in socioeconomic situations in these cities,
we would not expect prolonged enrollment to affect the
composition of the study population. Response rates
(mean 77%) varied from a low of 73% in Watertown and
Steubenville to a high of 81% in Portage and Harriman
(Ferris et al 1979). This is a fairly narrow range and does
not admit a great deal of latitude for serious discrepancies

to occur between cities. Face-to-face interviews had been
conducted with subjects. A bias could occur if study per-
sonnel had changed dramatically over this period and if
different techniques had been used to elicit information
from study subjects. Because most questions were not sub-
ject to interpretation, we would not expect this to be a
major factor.

In the ACS Study, conversely, subjects had been
enrolled by volunteers; standard statistical and epidemio-
logical methods had not been used to select individuals

Figure 23. Comparison between ACS Study data and 1980 Census aver-
ages for race and educational attainment. A: Percentage of subjects (ACS
Study) or residents (1980 US Census) in each MSA who defined them-
selves as being of white race. B: Percentage of subjects (ACS Study) or resi-
dents (1980 US Census) in each MSA who reported having completed high
school.
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from well-defined sampling frames. If different criteria
and methods for enrollment had been used by the volun-
teers in different cities, it is conceivable that study partici-
pants in different cities varied substantially in their
demographic, socioeconomic, and lifestyle characteristics.
For example, volunteers in one city could have been, on
average, more aggressive in persuading people to partici-
pate. As a result, the study participants in this city would
comprise a broader psychological/social profile. In the city
with less aggressive volunteers, the participants would be
representative of the narrower, “easy to enroll”, socially
responsible segment. If these psychosocial characteristics
were related to risk factors (such as education or occupa-
tion) and hence to mortality outcome, then intercity biases
could ensue.

 Because the ACS Study had no defined target popula-
tion, response rates were also not defined, nor had any
records been retained by ACS that could assist us in deter-
mining any city-specific biases. However, some evidence
indicates that the ACS Study cohort is not representative.
Figure 23a shows that the percentage of white persons
enrolled in the ACS Study from each MSA is much higher
than the census average for those same MSAs. Likewise,
Figure 23b indicates that, according to 1988 Census
Bureau data, the percentage of high school graduates was
substantially higher among study participants than in the
broader community of each MSA.

CONCLUSIONS

Time-series studies that focus on the effects of short-
term exposure to fine particles, as well as cohort studies
that address the effects of long-term exposures, have dem-
onstrated significant associations between fine particle air
pollution and mortality. This report has focused on the Six
Cities Study and the ACS Study because they played a piv-
otal role in the establishment of the first NAAQS for fine
particles in the United States. The importance of these two
studies to regulatory policy development in the United
States led to our independent audit and reanalysis, con-
ducted for the Health Effects Institute.

In Part I of the reanalysis, we focused on validating the
data that had been used by the Original Investigators in
these two studies, and on replicating their numerical
results using the same analytic methods. The data quality
audit established the integrity of most of the data in both
studies, with the exception of the air pollution monitoring
data used in the ACS Study that had been obtained from
third party sources and could not be validated. Although
some analytic errors and discrepancies were noted in each

study, these did not have a marked impact on the original
risk estimates and did not materially affect the conclusions
that had been reached by the Original Investigators.

In Part II, the Reanalysis Team conducted a detailed sen-
sitivity analysis to assess the robustness of the original
findings to alternative analytic approaches.  We applied a
wide range of alternative analytic approaches, including
new methods of analysis such as random effects survival
models and spatial filtering techniques. We also examined
the effects of additional covariates taken from the original
questionnaires that had not been included in the original
published analyses, as well as the effects of 20 ecologic
covariates that we developed from available databases and
the general scientific literature.

The risk estimates reported by the Original Investigators
were remarkably robust to alternative specifications of the
underlying risk models, thereby strengthening confidence
in the original findings. Specifically, the inclusion of addi-
tional individual-level covariates beyond those considered
by the Original Investigators had little impact on the orig-
inal risk estimates. Similar risk estimates also were
obtained regardless of whether age or calendar year was
used as the time axis.

The Reanalysis Team did find evidence of variation in
risk among population subgroups; the most important was
that the relative risk of mortality associated with fine par-
ticle air pollution decreased with increasing educational
attainment. We observed this modifying effect of education
in both studies. Although the interpretation of this finding
is unclear, it is possible that educational attainment is a
marker for socioeconomic status, which in turn may be cor-
related with exposure to fine particle air pollution.

In order to evaluate the possibility that the association
between fine particles and mortality might result in part
from occupational exposures, the Reanalysis Team devel-
oped and applied two new exposure indicators that mea-
sured occupational dirtiness and exposure to known lung
carcinogens. These aggregate indicators of occupational
exposure are particularly appropriate for respiratory condi-
tions, malignant and otherwise, associated with inhalation
of a range of substances that represent the exposures of
most importance in occupational health risk assessment.
Although cardiovascular disease has been associated with
few occupational exposures, our overall dirtiness index
may be indicative of exposure to workplace substances as
yet unrecognized as increasing the risk of cardiovascular
disease, and thus may afford some degree of control for
occupational confounding in the case of cardiovascular
disease as well as respiratory disease mortality.

Generally we found little evidence of uncontrolled
occupational confounding of the association between fine
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particle air pollution and mortality, but we could not rule
out the possibility of residual confounding by occupation
in the ACS Study with respect to the association between
lung cancer mortality and exposure to sulfate. Our ability
to adjust for occupational confounding in the ACS Study
also was limited by the quality of the available occupa-
tional data.

In the Six Cities Study, allowing for changes in BMI and
smoking during the follow-up period had little effect on
the relative risk of mortality associated with fine particle
air pollution. However, the relative risk of mortality from
all causes decreased slightly when we accounted for the
general decline in fine particle air pollution during the
follow-up period, which suggests that the relative risk may
be changing with time. The flexible exposure-response
models applied by the Reanalysis Team also provided
some evidence that the effects on mortality of both fine
particles and sulfate were not constant over time.

Our analysis of residential mobility in the Six Cities
Study indicated that only 18.5% of subjects moved from
their original city of residence during the follow-up
period. The risk estimates for this stable subcohort of non-
movers were similar to those for the entire cohort. Risk
declined with increasing educational attainment in both
the nonmover and mover subcohorts, even though the
much smaller subcohort of younger, better-educated
people that moved out of their original city of residence
had not demonstrated an excess relative risk overall. These
analyses could only be conducted with the Six Cities
Study data, because temporal information on covariates
was not available for the ACS Study.

The original air pollution monitoring data used in the
ACS Study also were not available for a detailed audit; thus
the Reanalysis Team considered a number of alternative
indicators of exposure to air pollution in the sensitivity
analyses of that study. Our measures of fine particles and
sulfate correlated highly with the measures that had been
used by the Original Investigators, and led to comparable
relative risks of mortality from all causes, cardiopulmonary
disease, and lung cancer, further increasing confidence in
the original analysis. However, adjustment for a known
artifact in the sulfate measurements reduced the indicators
of sulfate exposure by about 50%, leading to  an increase in
the relative risk of all-cause and cardiopulmonary disease
mortality associated with sulfate, but not in the relative risk
of lung cancer mortality.

The inclusion of additional ecologic covariates in the
ACS Study led to a number of new findings. Although
adjustment for most ecologic covariates, in the Extended
Model using Cox proportional-hazards regression, did not
markedly affect the relative risks of mortality associated

with fine particle air pollution, the inclusion of certain
sociodemographic covariates (population change, in par-
ticular) reduced the relative risks for both fine particles
and sulfate. Whereas the gaseous copollutants nitrogen
dioxide, ozone, and carbon monoxide were not associated
with mortality, sulfur dioxide was a significant predictor
of mortality. Furthermore, adjusting for sulfur dioxide
greatly diminished the effect of sulfate, and also somewhat
reduced the association between fine particles and mor-
tality. The roles of both sulfate and sulfur dioxide as pre-
dictors of mortality in the ACS Study support the notion
that mortality may be related to more than one component
of the complex mixture of urban air pollution in the
United States. (Whereas sulfate levels reflect broader
regional exposure conditions, sulfur dioxide levels are
determined more by local point sources of air pollution.)
The absence of a plausible toxicological mechanism by
which sulfur dioxide could lead to increased mortality fur-
ther suggests that it might be acting as a marker for other
mortality-associated pollutants.

Because the original standard Cox model analyses of the
ACS Study data had been predicated on the assumption
that all observations are statistically independent, we con-
ducted a number of analyses that allow for the spatial auto-
correlation that was detected in the ACS Study data. These
analyses employed two-stage random effects regression
models that allowed for spatial clustering in mortality first
at the city level, and then within seven broad airshed
regions defined in the National Morbidity and Mortality Air
Pollution Study (Samet et al 2000). Allowing for intracity or
intraregional correlation in mortality resulted in slightly
increased risk estimates that were subject to somewhat
greater uncertainty than the original risk estimates.

We conducted additional spatial analyses after filtering out
broader spatial patterns in mortality alone, or after filtering
both the mortality and sulfate data, and obtained risk esti-
mates comparable to or slightly lower than the risk estimates
that had been reported by the Original Investigators.
(Because of the limited number of cities for which measure-
ments were available, spatial filtering could not be con-
ducted for fine particle data.) The filtered risk estimates
had wider confidence limits than the original risk estimates
did, although the lower 95% confidence intervals for
mortality from all causes and from cardiopulmonary dis-
ease were greater than the null value of unity.

Overall, these results, which allow for varying levels of
spatial autocorrelation in the ACS Study data, support the
association between fine particles and mortality that had
been reported by the Original Investigators. However, the
spatially adjusted risk estimates are subject to somewhat
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greater uncertainty than the original risk estimates because
of significant spatial autocorrelation in the ACS Study data.

The inclusion of ecologic covariates in our spatial adjust-
ment models generally had somewhat less impact on the asso-
ciation between mortality and fine particles than did their
inclusion in the original Cox regression model, which assumes
no spatial autocorrelation in the data. In the Cox model, for
example, the addition of population change, which demon-
strated a high degree of spatial autocorrelation and a strong
east-west gradient, notably reduced the relative risk of all-
cause mortality associated with exposure to sulfate. In our spa-
tial adjustment models, however, the sulfate-associated rela-
tive risk of all-cause mortality decreased only slightly when
population change was included. In contrast, population
change was a strong predictor of mortality in the standard
Cox regression model, which assumes all individual observa-
tions are statistically independent.

Our spatial analyses also demonstrated a significant asso-
ciation between sulfur dioxide and mortality. Furthermore,
this association appeared to be robust against adjustment for
other ecologic covariates, including fine particles and sulfate,
the covariates of primary interest here. In contrast, the inclu-
sion of sulfur dioxide in our spatial regression methods
resulted in a reduction in the mortality risk associated with
exposure to both fine particles and sulfate. Nonetheless, even
after adjustment for the effects of sulfur dioxide, both fine
particles and sulfate demonstrated a positive association
with mortality in our spatial regression methods.

Collectively, our reanalyses suggest that mortality may be
associated with more than one component of the complex
mix of ambient air pollutants in urban areas of the United
States. Most of the individual pollutants that had been mea-
sured in the Six Cities Study demonstrated associations with
mortality of similar magnitude, because the individual pol-
lutants in these cities were highly correlated. Throughout the
reanalysis of the ACS Study, both fine particles and sulfate
demonstrated positive associations with mortality, as did
sulfur dioxide.

Finally, it is important to bear in mind that the results of
our reanalysis alone are insufficient to identify causal rela-
tions with mortality. Rather, we can conclude only that urban
air pollution is associated with increased mortality in these
two important epidemiologic investigations.
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2– sulfate
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2–
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SO4
2–
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with season-specific adjustment for 
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SO4
2–

(cb-adj US) sulfate data for 1980–1981 inclusive, 
with US-specific adjustment for
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SO4
2–

(cb-unadj) sulfate data for 1980–1981 inclusive, 
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SO4
2–(DC) sulfate data from PM15(DC)
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2–(OI) sulfate data used by the Original 
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CI confidence interval

CO carbon monoxide

CPS-II American Cancer Society’s Cancer 
Prevention Study II

DC measurement from a dichotomous sampler

df degrees of freedom

EPA US Environmental Protection Agency

FP+CP fine particles + coarse particles

FVC forced vital capacity

H+ aerosol acidity 

HSPH Harvard School of Public Health

IARC International Agency for Research on 
Cancer

ICD-9 International Classification of Diseases, 
Ninth Revision

IP inhalable particles

IPMN Inhalable Particle Monitoring Network

JAWMA Journal of the Air and Waste Management 
Association

MA metropolitan area

MD median

MSA metropolitan statistical area

NAAQS National Ambient Air Quality Standard

NAD National Aerometric Database

NDI National Death Index

NEJM New England Journal of Medicine

NO2 nitrogen dioxide
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NOAA US National Oceanic and Atmospheric 
Administration

O3 ozone

OSI Office of Scientific Integrity

r bivariate correlation coefficient

range the difference in mean concentrations 
between the most-polluted city and the 
least-polluted city

RR relative risk

SAS Statistical Application Software

SID subject identification number

Six Cities
Study the Harvard Six Cities Study

SO2 sulfur dioxide

SSI high-volume sampler with size-selective 
inlet

SSN Social Security Number
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